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Unité d'enseignement Fondamentale UEM 1.3
Matiere: Intelligence Artificielle
Code: TA

I. Objectifs de la matiére

L'intelligence artificielle (IA) ou la science de la machine a pris un développement trés
rapide, surtout avec I’apparition du programme informatique ChatGPT en 28 Avril 2023.
Chacun veut l'intégrer dans ses différents projets.

Ce module introduit le concept d'intelligence artificielle et leve les ambiguités et les
questions que les étudiants posent. Comment fonctionne l'intelligence artificielle ? Quelles
taches l'intelligence artificielle peut-elle gérer ? Quelles sont les conséquences de
I'intelligence artificielle sur nos vies ? Comment bien se préparer avant de lancer un projet 1A
? A travers diverses techniques telles que la logique floue, les réseaux de neurones, les
génétiques algorithmes, les méthodes de I’apprentissage automatique...ect qui permettent
d'introduire ce concept dans de nombreux domaines.

L’Objectifs d’TA

- Présenter quelques exemples d’applications d’TA (p. ex.: le robot Sofia, systéme de
freinage automatique, un systéme d’arrosage...) ;

- Comprendre les principes et les mecanismes de base exploités dans les techniques
d'intelligence artificielle ;

- Savoir reconnaitre les forces et les faiblesses des approches fondées sur les techniques
d'intelligence artificielle ;

- Etre capable d'identifier les situations ou les techniques d'IA sont candidates pour la
résolution de problemes complexes ;

II. Compétences visées
En fin d’UE les étudiants devraient étre capables de :

- apprendre les principes de base de I'TA.

- Identifier les principes généraux de ’apprentissage automatique;

- Contraster ses capacités et ses limites;

- Articuler des opinions sur des nouvelles et des événements en 1A.

- Apprendre le fonctionnement théorique et pratique de I’TA.

- Reconnaitre les algorithmes typiques utilisés en apprentissage automatique supervisé;

- Paraphraser comment les concepts mathématiques sont utilisés dans la théorie de
I’apprentissage supervisé; Les probabilités et statistiques et L’optimisation.

- étre appelées a lancer et gérer un projet en 1A.

- Déduire si I’IA est appropriée pour une tache ou une application industrielle;

- Formuler des attentes realistes;

- Se questionner sur les conditions pour que le projet soit un succes et, pour ce faire, les
préparatifs nécessaires.



III. Connaissances préalables recommandées

Pour réussir cette matiere, les étudiants devraient avoir des compétences en Math et en
programmation.

IV. Contenu

1. Chapitre 1 : Introduction et définition de I’intelligence artificielle (01 semaines)
1.1. Introduction
1.2. Historique de I'l| A avec des exemples
1.3. Quelques domaines de I'TA
1.4. Domaines de recherche en 1A
1.5. Applications de I'lA
2. Chapitre 2 : L’intelligence artificielle dans la commande et le contréle (02
semaines)
2.1. Introduction
2.2. Le robot Samurai
2.3. Algorithmique et apprentissage
2.4. La Robotique, La Confrontation Au Monde Réel Et La Bio-Inspiration
2.5. Reconnaissance de formes, fouille et recherche d’images
2.6. Traitement automatique de la langue et de la parole
2.7. Connaissances, Web, Web Semantique
2.8. Les applications de L’TA
3. Chapitre 3 : Classification supervisée et non supervisée (03 semaines)
3.1. Introduction
3.2. Concepts et définitions utiles
3.3. Classification supervisée ou non supervisée
3.4. Critére d'agrégation
3.5. Les mesures de similarité
3.6. Evaluation et critéres de validités
3.7. Evaluation d'un systéme de classification
3.8. Techniques de classification
3.9. Quelques approches classiques
3.10. La méthode des K-moyennes et ses variantes (Algorithme & exemple)
3.11. Clustering hiérarchique (Algorithme&exemple)
3.12.  k plus proches voisins (Algorithme & exemple)
3.13.  Approche de centroide (Algorithme & exemple)
4. Chapitre 4 : Logique floue et applications (03 semaines)
4.1. Introduction
4.2. Historique de la logique floue
4.3. Pourquoi la logique floue h limites de la logique classique
4.4. Théorie des ensembles flous
4.5.Commande Floue h exemple systéme d’arrosage automatique
5. Chapitre 5 : Réseaux de neurones et applications (03 semaines)

6. Chapitre 6 : Algorithmes génétiques et applications (02 semaines)

7. Chapitre 7 : L’optimisation (02 semaines)



Preface
Avrtificial intelligence (Al) applied to electrical engineering

Artificial intelligence (Al) is a discipline with vague outlines. If we leave aside strong
artificial intelligence, which is still distant, which aims to simulate human behavior in all
fields of knowledge and interactions, so-called weak artificial intelligence is a family of

methods used to solve problems comes from the resemblance to human reasoning.

Before, so-called intelligent systems quickly calculated solutions to problems based on
behavioral laws coded by engineers specializing in problem in question. This ranged from an
electronic chess game for beginners to a system of load shedding of the electricity network.
Since the appearance of the first artificial neurons inspired by our biological neurons, the

resemblance with human intelligence has gone down to the level of learning.

Each advance of Al, its victories in chess then in the game of go, its musical or pictorial
creations, its instant translations, its medical diagnoses raise questions about professions that

would be inaccessible to it and about the nature of human intelligence.

Al making it possible to process complex systems that are difficult to describe by equations or
trees (images, human voices, etc.), neural networks are a very promising tool also for
engineering sciences, whether by using them in their preferred fields (image processing, voice
processing, language processing, diagnosis ...) or directly for machine control or material
modeling. This explains their appearance in engineering training, particularly in the electrical
engineering sciences program. In addition to the advantages offered and good performances

of electrical systems by fuzzy logic in control compared to classical controllers.

The objective of this lecture is to provide the necessary bases to implement Al algorithms in
electrical engineering sciences. This includes seven chapters from presentation of concepts
(Introduction and definition of artificial intelligence, artificial intelligence in the command
and control of electrical systems, supervised and unsupervised classification, fuzzy logic and
applications in electrical engineering, neural networks and applications in electrical
engineering, genetic algorithms and applications in electrical engineering, modern
optimization algorithms) with applications examples of Al industry and research. Finally

exercises and applications work using Matlab for some, Python libraries for others.



Chapter 1: Introduction and definition of artificial intelligence (IA)

John McCarthy
[https://nationalmedals.org/laur
eate/john-mccarthy/]

Workshop organisé a Dartmouth College en 1956 par John
McCarthy et formellement proposé par McCarthy, Marvin
Minsky, Nathaniel Rochester et Claude Shannon. Le terme IA a
été forgé par McCarthy a cette occasion.

“We propose that a 2 month, 10 man study of artificial
intelligence be carried out during the summer of 1956 at
Dartmouth College in Hanover, New Hampshire. The study is
to proceed on the basis of the conjecture that every aspect of
learning or any other feature of intelligence can in principle be
so precisely described that a machine can be made to
simulate it. An attempt will be made to find how to make
machines use language, form abstractions and concepts,
solve kinds of problems now reserved for humans, and
improve themselves. We think that a significant advance can
be made in one or more of these problems if a carefully
selected group of scientists work on it together for a summer.”
(McCarthy et al. 1955)

Artificial intelligence (Al) is the science of mades that:

Think
humanely

Act
humanely

Figure 1.1. Intelligent machine characteristify.

Think
rationally

Act
rationally



Acting humanelynecessary skills?

Natural language processing to communicate at aahuavel;

Knowledge representation to record human-levelrmégion and knowledge;
Automatic reasoning to draw relevant conclusiongfthe information provided;
Learning to adapt to new circumstances and exta@diom cases already seen.

There is a more advanced version of the Turingdaiétd the Total Turing Test in which the
interrogator can send images and provide objedtsetgubject.

Thinking humanlythe cognitive models approach

How do humans think? Two methods of investigatiotrospection psychological
experiments;

If we have been able to create a theory of humangit, we can try to make a
computer model of it;

If the computer model holds reasoning analogousutoan reasoning, then there is
a good chance that the model is correct;

In GPS (General Problem Solver), Simon and Newetlkewess interested in the fact
that the program found the right answer than intthee of the reasoning followed —
unlike other researchers at the same time;

Cognitive sciences try to build models of humansogeng based on computer
models derived from Al and on the results of expental psychology.

Thinking rationally the approach by the laws of thought
Socrates is a man, all men are mortal, and thex&ocrates is mortal.

Aristotle: correct thought, syllogisms are pattethsit always provide correct
conclusions if the premises are correct;

Birth of logic as a discipline;

Development of formal logic towards the end of 18h and the beginning of the
20th century;

Principle of resolution of Robinson in 1965;

Logician stream in Al: using logic to represent Wiedge and reasoning;

Some obstacles to this approach: difficult to repn¢ all knowledge in logical
form, the logic of 1st order predicates is certainbt enough difference between
solving problems in theory and in practice: enorsxoomputing skills are needed;
Advantages: you master the theory used.

The problem with Al is common sense reasoningyail have to do is create it!

Rational decisionsterm rationality used in a very technical sense:

seek to achieve the predefined objectives as msiglossible;

be concerned only with the decisions that are madethe process that leads to
them;

the goals are characterized in terms of the use$slof the results;

being rational means maximizing your expectedtuti# artificial intelligence =
rationality by calculation;

Acting rationally the rational agent approach

Act rationally= try to achieve goals given beliefs;
An agent is something capable of perceiving anohgct
Encapsulates the needs of two other approaches:
1. acting rationally may require thinking rationalbyt that is not enough;



2. the capacities exhibited in the Turing test arefulséor an agent to
communicate and behave in adequacy with its enwieont.

Two advantages of studying Al from this angle:

1. more general than thiaws of thoughtapproach, does not close doors on other

techniques to fill gaps;

2. more suited to a “hard” scientific approach thandeis based on human behavior,
the rationality sought is clearly defined;
We will focus on building rational agents and tmmgiples behind them;
Achieving absolute rationality (perfect, always nmakthe best decision) is almost
always impossible, the necessary resources beingreat. But we will still seek to
understand how to find this best decision.

how

Artificial intelligence strong and weak:

Artificial intelligence strong is project to create a machine capable not omtylgating
intelligent behavior, but experiencing real selfaa@ness, “real feelings” and an
understanding of its own reasoning. Engine of tkeipline, but arouses many debates.

Artificial intelligence weak:engineer pragmatic approach. Seeking to buildessingly
autonomous systems, algorithms capable of solvimodlems of a certain complexity. The
machine seems to act as if it were intelligenis iainly on the basis of this assumption that
most current artificial intelligence techniques ased.

1.1. Al introduction

The goal of Artificial Intelligence (Al) is to degn systems capable of reproducing the
behavior of humans in their reasoning activities.

Al sets itself the goal of modeling intelligence asphenomenon (as well as physics,
chemistry or biology, which aims to model other pivena).

* A machine will be considered intelligent if it repluces the behavior of a human
being in a specific domain or not;

* A machine will be considered intelligent if it mdglehe functioning of a human
being.

1.2. Al History

Prehistory 1945-1955:

Automatic language translation => knowledge repred®on, extraction problem and
generic writing problem.

Artificial Intelligence in Science Fiction Litera® and Film (Films: Kubrick's 2001
Odyssey, Spielberg's Al)

Appearance of the word robot for the first timeli®23 in the play “R.U.R” (Rossum’s
Universal Robots) written by Karel Capek.

In 1950, Isaac Asimov (author of Science fictiorthna scientific background) proposed his
three Laws of robotics.
»= A robot must not attempt the life of a human,
= A robot must obey the commands of a human unlessiradicts the first law,



= A robot must preserve its own existence unlesiitradicts the first two laws)
(Movie I, Robot with Will Smith, 2004),

The beginnings 1955-1970
& Artificial intelligence term appeared in 1956 whitinsky, McCarthy, Newelle and
Simon met at Dartmouth College (New Hampshire, USA)

& Era of absolute enthusiasm (Simon in 1958): in teas ten years a chess program
will reach the level of a world champion and anoawdtic theorem demonstration
program will discover a mathematical theorem. Yasparov was only beaten by the
Deep Blue machine in 1997!

& Work development: chess games, demonstration oféhes in geometry

& Appearance of the first program, LOGIC THEORIST t@muatic theorem
demonstration) in 1956 and of the IPL1 languagepepance of the Lisp languages
in 1960 by MacCarthy, and Prolog in 1971 by Alarim@erauer.

& Eliza was built at MIT in 1965, an intelligent sgst that dialogues in English and
plays the psychotherapist.

& 1970: SCHRDLU, software designed by Terry Winogrdd. simulates the
manipulation of geometric blocks (cubes, cylindgrgramids ...) placed on a table.
The software automatically generates plans (<< Dwarthe blue cube on the top of
the yellow cylinder, | must first remove the pyrantihat is on the cube and ...>>) and
is provided with an interface in natural language.

Expert systems, including:
5 1969: DENDRAL: analysis of the results of a masscsgraphy.
& 1967: MACSYMA (formal calculation software).
& 1977: MYCIN (infectious diseases).
& HEARSAY-Il in speech understanding,
& PROSPECTOR in geology.

Specialization 1970-198Bpecialization and theorization)
& Al is the crossroads of several disciplines: corapugcience, logic, linguistics,
neurology and psychology). Birth of the Small tikguage in 80;
& Simon received the Nobel Prize in Economics in 1978

Recognition 1980-199(redibility and audience)
¢ Fifth generation project by MITI (3 alphabets ftietJapanese: Katakana, Hiragana
and Kanji => ideograms) MITI is the former acronghthe name of the Japanese
Ministry of Economy replaced today by METI.

From the 1980s

Computer-specific techniques were developed fror8019 neural networks (NN) to
simulate the architecture of the human brain, geradgorithms (GA) to simulate the process
of natural selection of individuals, inductive logbrogramming that makes "work upside
down” the usual process of deduction, the Bayes&works which are based on the theory
of probabilities to choose, among several hypothebe most satisfactory.



Late 1980s

Al has essentially to focused on theories and tecies allowing the realization of
individual intelligences. In nature, however, thes@another form of intelligence — collective
this one, such as simple multicellular beings, om@e of social insects, human societies.
These sources of inspiration show that a form ghér intelligence can result from the
correlated activity of simpler entities. In artifit systems, this field is called “distributed Al”
or “multi-agent systems”.

1990-2000

The advent of the Internet has paved the way fomkedge sharing and communication.
How to organize and process these gigantic madsie$oomation? How to extract relevant
knowledge for the problems posed? Search engikesGpbogle have integrated advanced
information retrieval ifformation retrieva) and artificial intelligence data mining
techniques into their tasks.

1990-2000 (continued)

& In 1994, a French team, as part of its researah antificial life, developed «the
chance gardens »; These are virtual gardens whadetion depends on digital data
received by modem in real time. They are compo$exeral families of forms that
are born, grow, die and interact with each othdodang behaviors inspired by life.
They constitute ecosystems of artificial life. Qttjeolors change with weather data
and with chronological time over days and seasons.

Figure 1.2. Image of the chances garden

& In 1995, Carnegie Mellon University's ALVINN autotitavision system allowed the
automatic driving of a vehicle calledavlab5 to be driven automatically from
Pittsburgh to San Diego, while human operators leahithe brake and throttj&].

& In 1997, in Philadelphia, the world chess champ®arry Kasparov, was defeated by
Deep Blue, an IBM computer, in six rounds. Kaspanmn the first, lost the second
and played the rest very badly. Furious, he hddote to the machineKasparov got
wiped off the boardGrand Master Gurevich said.



Figure 1.4. An IBM computer similar to Deep Blue in his 1997tnfg
Exhibited at the Museum of Computer History in Mtain View, California.

& Also in 1997,RoboCupwas held for the first time, the championship albats that
play football (or soccer, if you prefer this Nomtmerican term). This happened in
Nagoya, Japan at the IJCAI-97 conference.

& In 1999, an artificial and intelligent NASA ageéw a satellite past the planet Mars
for an entire day without any help from Earth.

The 2000s

& The acquisition of knowledge has allowed the cogatif ontologies of various kinds.
An example is th&nified Medical Language System

& Success in natural language processWigrdNetis a lexical database in English and
OpenCyds a knowledge base that formalizes common sems&lkdge.

& Online learning, oe-learning is on the rise. Thanks to its techniques, Al imasle it
possible to implement increasingly efficient distaeducation systems.

There is a better consideration of the learneddilpr(cognitive, affective and inferential), a
most often collaborative construction of the knadge base (curriculum), a more intelligent
interaction between the system and the leagter,

5 In addition, there are more and more systems fmmenending products or services
on the Web: films, books, courses, restauraniss,tbus or metro routes. They are all
based on Al techniques such as case-based reasocomgent filtering or
collaborative filtering Some of them take into account demographic dataalso
customer purchasing habits as well as web browsahgvior (veb usage minirg

& The Captcha system, developed at Carnegie Mellonvelsity, deals with
differentiating humans from machines. Captcha gamsrtests that only humans can
pass, in order to combat spam and malicious achgrt®rtain machines.
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Figure 1.5. Captcha.

& The American team of Sargur Srihari, director oé Center of excellence f
document analysis and recognition (CEDAR, Statevehsity of New York a
Buffalo), developed in 2002 software capable otidgaishing with 98% certaint
whether two documents were written by the sameopens not. The work wi carried
out on a sample of 1500 peo|

& Featuring an android head and polymer sK-Bot (designed by David Hanson of t
University of Texas) can recognize and track ouvemeents. It has 24 mechani
muscles that allow it to simulate 24 of our fa@apressions. This can be of great
to researchers studying hun-machine communication.

Fiure 1.6. K-Bot.

& Wakamary a robot developed by Mitsubishi Heavy Industreesl endowed wit|
speech, is mainly designed to watch over the sideriended to fit into the family lif
of everyone, its mission will be to notify the haapor healtl services if necessa

¢ LN [ (1 g
——— — \__-J,/

Figure 1.7. Wakamaru robot.

& From January 26 to February 7, 2003, in New Yor&grés Kasparov competed in ¢
games of chess agairDeep Junioy three times software world champi The match
ended in a 3-3 tidJnlike the famous 1997 tournament, the-year-old champion had
plenty of time to train beforehand on a PC with t@mmercial version oDeep
Junior, which is not far from the level of the current dpeJunior on the san
machine. It is able to review tle million positions per second!



& On January 13, 2004, a Quebec firm reported invtadical Postthe marketing of a
portable cardiac alert system called W&l Positioning SystenVPS). Including a
cell phone, handheld computer and GPS, this systandetect the approach of a heart
attack 8 minutes before the first symptoms are mlynaerceptible then automatically
call the nearest hospital and specifies the lonaiicthe future patient.

1.3. Some Al areas
Expert systemgmedicine, financial analysis, device configurajioTask of diagnosis,
monitoring or troubleshooting of industrial ins&dibns.

Robotics and CAM(computer-aided manufacturing) introduction of atsb that acquire
information using sensors or cameras in order teemio diverse environments.

Understanding of language and automatic translatidppearance of natural language
interfaces=> querying databases in French or Bm{gisample: Dune film).

Pattern recognition(speech, image and handwriting recognition) IBMesusan auditory
interface that recognizes 20,000 English words flusiness vocabulary and writes them on
the screen.

Learning create programs that generate their own knowléggenodifying themselves from
their successes and mistakes.

Artificial emotion(Rosalind Picard's work on emotion).

1.4. Al research areas

Machine learning: This process gives an agent the ability to perftagks that could not be
performed before or to perform more efficientlystler and more accurately) tasks that it was
already performingAnalytical learning systemasim to analyze and put into a more effective
or “operational” form the knowledge that alreadyséx Synthetic learning systenasm to
discover fundamentally new knowledge.

Virtual reality: This field offers new forms of interaction betweeran and machine. The
arrival of more powerful computers, equipped withpressive three-dimensional graphic
capabilities, coupled with visualization and int#r@an peripherals (helmet, glovetc),
makes it possible to provide the sensory infornmatiecessary to convince users that they are
immersed. Larry Hedges of the Georgia Institutd @hnology has long used virtual reality
to cure certain phobias such as those of the @levathose of spiders.

Pattern recognition: Research in this area aims to automate the disesnmf typical
situations in terms of perception. His methods fingmerous applications. These include
vision, speech recognition, optical document reg@nd image synthesis. Advances in video
image recognition already allow police to spotrgeain a crowd.

Artificial life: This field is interested in the study of ecosysteand the reproduction, by
artificial systems, of characteristics specific lbeing systems (from cellular functioning
mechanisms to population dynamics, including modeladividual development).



Robotique: An important subfield of Al, robotics can be sesraa intelligent interconnection
of perception, action, and the functioning of rabdised to maintain dynamic representations
of their environment, it allows robots to acquitee tability to sense, move, reason and
possibly communicate in natural language.

Multimedia indexing : The multimedia resources found on the Web tod&yramerous,
voluminous and sometimes irrelevant. Al therefoffers tools for “searching” databases
(data mining in order to extract synthetic knowledge or tocdiger hidden information, to
diagnose situations, or help supervise the operaticystems.

1.5. Al applications

= Medical diagnosis: therapy, device monitoring
Image synthesis: computer vision
Natural classifications: (biology, mineralogy, ¢tc.
Task planning: (financial forecasts, ...)
Architecture (computer aided design)
Fault detection (Sherlock for F16 aircraft)
Education (Intelligent Tutorial Systems, e-Learning
Engineering (verification of design rules)
Geological prospecting (mining deposits)
Nuclear power plants, forest fires (real-time sysg
Flight simulators (CAE, Bombardier, etc.)
Games (videos)
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Chapter 2: Artificial intelligence in command and control of electrical

systems

Machine
Learning
(ML)

Data Science

Predictive
Analytics

Natural
Language
Processing
(NLP)

Data Management

Data Based
Classification
Models

Speech
Descriptive

Analytics

Artificial Vision

Intelligence

Rule Engines

Non-ML based
Visualisation

NLP

Symbolic Logic

Figure 2.1. Data Science vs Machine Learning and Artificial Intelligence.

Levels of Oversight & Control

Autonomy Spectrum Framework

Autonomy

Manual Automation

Highly
Autonomous
System makes
‘independent
decisions within
human-defined

goals

Human oper

Business process automation

The appropriate level of human oversight, verification and control will vary depending on the system design, mission

objectives and operational context.
Figure 2.2. Levels of oversights & Control.

Command elements are authority, responsibility, decision making, and leadership.

Control elements are direction, feedback, information, and communication.

2.1. Introduction
Techniques from theories of artificial intelligence have contributed significantly to the new

advances made in various other disciplines.
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https://www.mygreatlearning.com/blog/difference-data-science-machine-learning-ai/#:~:text=Machine%20Learning%20uses%20efficient%20programs,of%20it%20for%20analytical%20purposes.&text=Artificial%20Intelligence%20uses%20logic%20and,Machine%20Learning%20uses%20statistical%20models.
https://www.mygreatlearning.com/blog/difference-data-science-machine-learning-ai/#:~:text=Machine%20Learning%20uses%20efficient%20programs,of%20it%20for%20analytical%20purposes.&text=Artificial%20Intelligence%20uses%20logic%20and,Machine%20Learning%20uses%20statistical%20models.

Each application therefore makes it possible to deepen the scientific knowledge of the chosen
field. It is useful for researchers, decision -makers but also for a large audience. The
importance and diversity of research projects and scientific teams are thus highlighted.
Unpretentious to be exhaustive, the objective is to explain the major issues. It is made to
various research projects funded by the ANR. A synthetic presentation of projects is
proposed.

The ANR puts in perspective the scientific advances and the results obtained by the high
quality projects it supports. This chapter presents a set of projects on the themes of artificial
intelligence and robotics, subjects at the heart of information sciences and technologies,
where basic research on algorithms, models, methods, rubs shoulders with applications in
many sectors such as health, transport, web, or industrial processes.

Artificial and robotic intelligence are also subjects on which the imagination is very rich. It is
important that the ANR contributes to demystify research on the subject and highlights the
rich scientific content it represents. Among the scenarios, there was in particular that of the
replacement of man by artificial systems. If the theory of singularity evokes such a possibility,
the objective of the research pursued is to provide assistance to human users, to identify them
from painful, dangerous, or repetitive tasks, in order to devote itself to the most interesting
and enriching activities. The multidisciplinarity of research in artificial intelligence and
robotics is found not only in the diversity of the applications presented, which naturally bring
together researchers in stic and specialists in the sectors concerned, but also in the themes
covered, for example: Bio-inspired robotics , for which Automaticians and Informatics
collaborate with mechanics, biologists, researchers in behavioral sciences; Automatic
language processing, which mobilizes linguists, interaction specialists, and researchers in
probabilistic algorithmic; Semantic web, for which researchers in representation of knowledge
work with sociologists for social networks and folksomies aspects, and philosophers for the
development of ontologies. This multidisciplinarity is a great richness, carrying scientific and
technological ruptures, and therefore of added value for society and the economy.

2.2. The Samurai robot

Figure 2.3. Samurai robot.

Record... 220 M.C.!
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Consider it and destroy it!

GOES!
These instructions given by Professor Saté in the Samurai robot, intended to destroy the
malicking Olrik, are a good illustration of some challenges of artificial intelligence. The
artificial intelligence of the robot is constantly constructed in interaction with the external
environment (it is said to be located). The robot perceives by its sensors (here, it seems, two
artificial eyes and an auditory channel), whose variations will induce a reaction from its part,
for example turning when it is called, or modify its actions To take into account new
elements. The Samurai robot must understand the word, interpret the orders of its master; One
objective is given to him, he will therefore have to build an action plan to reach his goal.
Then, to be able to complete it by controlling the smooth running of its execution, the
Samurai robot will have to interpret the scenes it will face, automatically recognize forms,
people, objects in the series of captured images.
Finally, and this is a specificity of robotics, he will act directly on his environment, here
trying to destroy Olrik thanks to the weapons he has.
This anx notebook devoted to intelligent systems and robotics, in its perceptual and cognitive
dimensions, constitutes an illustration of recent progress made towards the ambitious
objective of making intelligent machines capable of assisting or replacing human operators in
complex tasks. The projects gathered there approach many challenges including those that the
Samurai robot must take up.

2.2.1. Automatic speaking processing

To understand the word of Professor Sato, the Samurai must transform the audio signal
captured by his artificial ears into a series of instructions expressed in a formal language
which he can manipulate to conduct reasoning.

First, the teacher's perceptual environment is probably filled with noise from other sources
that must be distinguished. If it is a question of sound, an audio signal processing step is
necessary in order to clean it, so that there is only the text pronounced by Satd. It will then be
necessary to separate the audio signal into phonemes, undoubtedly in reference to a library of
pre-recorded sounds, whether by the speaker himself (the professor), or by a set of speakers
representing the diversity of possible pronunciations of the Japanese. These phonemes will
then have to be assembled in words, here also probably referring to a dictionary and grammar
rules. The words must then be gathered in sentences, which uses knowledge of syntax and
grammar.

Finally, and this is not the slightest challenge, it will be a question of giving meaning to the
sentences, of moving from a syntactic, grammatical representation, to the semantic
representation on which the Samurai robot can lead reasoning. The treatment of the natural
language, written or spoken, is an important subject of research in Al.

2.2.2. Representation, reasoning, development of plans
From the semantic representation of the objective to be achieved, the robot will lead reasoning
in order to define its action plan. For that, he will need to reason on himself, on his state, on
the weapons and means of travel he has; He will also have to establish that to destroy Olrik,
the most effective is certainly to get closer so that the enemy is within reach. He will
undoubtedly need to reason to decide which direction to leave. Finally, once the reasoning has
been done, the robot will build a plan to reach the lens in a series of elementary steps, we
could note for example:
<Samurai> <déplace_vers> <location
<Samurai> <xalrik>
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(2)
_OLRIK>;
<Samurai> <dotent> <Olorik> <with> canon_laser>;
<Samurai> <déplace_vers> <st6>.

All this requires internally a representation of the world in the formable form by an automatic
reasoning system: an inference engine capable of carrying out deductions from facts or
hypotheses, logical system of evidence, etc. The representation of knowledge, their formal
manipulation, the production of logical reasoning systems on his knowledge, have been and
are still great challenges of artificial intelligence.

2.2.3. Location, cartography, forms recognition

Locate Orlik, admitting that the robot does it by its visual channel, requires advanced image
analysis and scenes. It's not just about spotting the Olrik form in a fixed image even if this one
task already poses important research problems. It will also be a question, probably, of
mapping the space in which the characters evolve, to locate in this space, to identify objects or
special places. If the treatment of fixed 2D image is an arduous task, it is the same for series
of images taken by a camera; In this case the Samurai robot has two eyes, we can therefore
imagine that its two cameras provide it with stereoscopy, depth information can be used to
assess distances at benchmarks. Be that as it may, image processing algorithms and forms
recognition will be used in order to provide the Samurai with the information he needs to
achieve his goal. One can imagine that the robot has a slam algorithm, the current standard in
the matter. All these tasks, forms recognition, location and automatic cartography, are
important current research subjects, especially for robotics.

2.2.4. Contemporary complement: the semantic web

The web did not exist in 1971-1972, when Edgar P. Jacobs created this adventure of Blake
and Mortimer; In 2011, the author would undoubtedly have given his robot the ability to
connect to the web and do research (for example to help the real -time mapping of the places
crossed) to better analyze the landmarks , objects encountered on the way. With limited
electrical energy, the Samurai would be interested in knowing the location of loading
terminals on its career. A simple research on the web is not enough to provide the desired
information (for example, a photograph entitled "This is not a loading terminal™ would be
erroneously selected by most current search engines, which cannot based on the presence of
words in the page). To obtain reliable information, it is preferable to make a request in a
database where the information is correctly identified and indexed; The purpose of searches
on the semantic web is to allow machines to question the web as if it were a huge database,
where pages are annotated by category information (semantic information). Automatic web
exploitation and the advent of this semantic web also constitute very important and very
active areas of today's artificial intelligence.

2.3. Algorithmic and learning

This section is devoted to the design of basic algorithms for the realization of smart systems.
At the heart of all these systems, algorithms obviously play an essential role. The quality of
the algorithms will depend on performance, both in terms of efficiency (obtain a response in a
determined time, and as short as possible), as well as that of the accuracy of the results
(measured for example by the number of errors in classification, or the number of non -
detection and false positives in alarm treatment).

The algorithms we need are very numerous; The systems conducting reasoning performs
research in trees or graphs, the exploration of these structures requires the development of
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algorithms and heuristics (empirical problem solving methods) adapted, this was a major
concern and An important contribution of artificial intelligence research since its origins over
fifty years ago; Numerous decision-making problems, allocation of resources, exploration of
complex spaces, resolution of constraints, are NPCOMPLETES (non-deterministic
polynomial), that is to say that the time necessary for their resolution grows very quickly
Depending on the size of the problem, which makes it almost impossible to solve large
problems, even with the most powerful supercomputers: it is important to design algorithms
capable of giving a good quality solution, approximated from the solution Ideal, in a limited
time.

We can also be interested in so -called "Anytime" algorithms capable of providing an
approximate or partial solution at any time of their application, if time constraints are imposed
on the problem. In the field of NP-Complet, the SAT problem, which is interested in the
satisfability of Boolean formulas, is very studied because it being at the heart of many
applications, for example in formal verification or planning.

Algorithmic also plays a very big role for automatic learning problems. This scientific
discipline is concerned, according to Wikipedia, “by the development, analysis and
implementation of automation methods which allow a machine (in the broad sense) to evolve
thanks to a learning process, and thus to fill out Tasks that it is difficult or impossible to fill
by more classic algorithmic means . It is a question of designing efficient learning algorithms
(going on the scale of thousands or even millions of data), reliable, not very sensitive to the
noise in the data and capable of generalizing. Important theoretical results on the complexity
of the learning task, on the limits and capacities of algorithms, with practical benefits on how
to carry out systems, have been obtained for twenty years, such as the theorem From Vapnik-
Chervonenkis on the limits of digital learning, but the subject remains a very important field
of research.

Many problems can be expressed as optimization problems whether digital, symbolic or
hybrid. The optimization algorithmic is very varied, conditioned by the famous theorem of the
no free lunch which indicates that no optimization method can be better on all the problems: a
method can be better than for a class of given problems. The class of optimization algorithms
has purely digital approaches in general with gradient, methods of exploring graphs,
stochastic methods such as simulated reception, evolution -based methods such as genetic
algorithms, and still others.

The signal processing algorithmic is a vast crucial domain for systems having to carry out
formation, classification or classification, or trend analysis. In treatment of handwriting or
audio signal, especially for speech, hidden Markov models (Hidden Markov Models, HMM)
and their variations are widely used to identify phonemes and pronounced words. In the image
field, whether 2D or 3D, the richness of processing algorithms is such that the interested
reader will rather refer to the website of the ISIS research group (information, signal, image,
vision).

Finally, it is important to be interested in the algorithmic of collaboration between artificial
agents: in particular in multi-agent systems, the fact that artificial entities Of different origins
must communicate and carry out tasks together has led the community to develop adapted
formalisms and methods: for example for questions of confidence between "foreign" systems,
or negotiation between entities with different or opposite objectives. To go further than this
short introduction to the algorithmic, an excellent starting point is the "course” page of the
French association of artificial intelligence which brings together around thirty pointers to
courses given by members of The community, whose very good booklet produced in 2001 by
Irit "Artificial intelligence, but finally what is it? ».
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2.3.1. Learning algorithmic

The few projects presented in this part deal with basic algorithms for automatic learning.

The ASAP project addresses the problem of the best possible representation to make learning
more effective, and this by adopting a "deep” approach which consists in building
representation as an assembly of elementary bricks. The expected results are new automatic
methods for extraction of characteristics. Lampada is interested in the questions of scaling for
automatic learning methods for the case of structured data such as biology or web 2.0. He
works both on the problem of data representation, and on the improvement of incremental
statistical methods (which increment a model learned according to the arrival of new data).
The Young Researcher Instruit project is also in the field of statistical learning, by targeting
automatic translation problems: learning provides a probabilistic translation of translations
from a set of bilingual texts; The table is then to produce the most likely translation of a new
text. The results obtained are of excellent quality as evidenced by the many references and
publications obtained. Two projects are devoted to classification, that is to say the
determination of learning of classification systems from examples, and to storage of examples
in the classes thus identified.

Classl addresses the cross classification, which consists in simultaneously obtaining a
classification of data according to two dimensions, that of the examples and that of the
variables. The project mobilizes researchers from different STIC communities (statistics, data
analysis, apprenticeship and IT), with a company interested in exploiting the results on mass
distribution data. Finally, the MGA project continues the theoretical advances on probabilistic
graphic models, otherwise called Bayesian networks, models widely used in the field of
decision -making, with new results on model learning, on estimate, and Inference with
Bayesian networks, and applications on tasks that range from word processing to
bioinformatics.

2.3.2. Learning challenges

The projects of the previous part put the learning algorithmic at the heart of their concerns. In
this part, we bring together four projects which contribute to improving learning technologies
by targeting a specific and original application framework, considered to be the bearer of new
challenges.

Thus, the white bacon project arises the very generic problem of the learning combined with
reasoning and decision -making for an artificial agent like a robot, which captures logical,
digital and symbolic information of its environment, and while taking count the concepts of
uncertainty on the data.

The Cognilego project is combining supervised learning and self-organizing topological cards
(an unopensed system), for handwriting recognition, which is a possible alternative to the
Gaussian HMM models mentioned above. In a very different field, Sumacc works on
supervised learning by developing active learning -type techniques (the learning system seeks
to obtain additional data to improve its performance) for the problem of detecting multimedia
concept on the web for the old technology.

The Cosinus Siminole project (simulation, inference, optimization, learning) uses learning to
help improve digital simulation systems requiring intensive calculation infrastructure,
ultimately targeting the reduction in the number of simulations necessary for identifying A
physical process, in this case in particle physics.

2.3.3. Multi-agent systems

The three projects on multi-agent systems algorithmic (SMA) focus on very complementary
aspects, which of course represent part of the SMA problem in general. The rest of this
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notebook has other approaches using SMAs, but in a less fundamental or not in order to
develop generic algorithms.

The SMAs are distributed systems: the FACOMA project was to make an SMA reliable by an
agent replication mechanism, that is to say the production of copying of the agents on several
machines, this thanks to a specific layer of intergiciel ensuring optimal replication in a
dynamic way.

The question of confidence between agents was dealt with by the Fortrust project, the aim of
which was to produce a complete formalization of the concepts of trust and reputation, in a
logical framework, to allow artificial agents to reason on their reciprocal beliefs, With an
example of use for the Wikipedia encyclopedia.

The problem dealt with by the Young Coca Researcher's project is that of competition
between several agents for the use of a common resource: this is a classic problem of game
theory, which is addressed here by means of methods of ‘Combinatory optimization, which
can highlight more effective global solutions than letting each agent seek its local optimum
independently of others.

2.3.4. Complexity, logic

This part affects algorithmic, with very generic projects that approach essential theoretical
points on which it is important to continue to progress. However, we are never far from
applications, because the potential benefits of an advance on these base issues are very large.
Thus, the NAFIT project of the 2008 Defis program, collaboration between the Marseille LIF
and the Poncelet de Moscow laboratory, works on fundamental questions in information
theory, in random, ergodic systems, in complexity of Kolmogoroff. The theoretical results
obtained could one day find their application in new cryptography systems, or in new
algorithms for very large search engines like Google.

The lomca project, which brings together French and Taiwanese partners, is interested in
improving Monte Carlo Treech techniques, used in planning problems or in games, and taking
into account the uncertain. Two notebooks are on the SAT theme (satisfyability): the young
PSI researcher project combines a SAT approach with a decomposition approach to Problems
to automatically generate programs evidence; In particular, he carried out the interface
between the Environment of Evidence Coq, widely used in the field of codes, and a SAT
solver.

The UNLOC project has won several awards in recent SAT competitions, working on
resolution efficiency and seeking to produce the shortest possible evidence, with new
measures that are largely taken up by the international community.

On the sidelines of this section, the LOCI project is interested in the foundations of logic,
more precisely in its declination called "playful”, based on the notion of play; He confronts it
with the observation grounds that are sign language and exchanges on web, in order to design
new logical models of interaction.

2.4. Robotics, real world confrontation and bio-inspiration

The domain of robotics has many dimensions and covers a very large scientific and
technological field. This discipline associates not only mechanics and mecatronics, electronics
(sensors such as perception, vision, actuators), controller, architecture, system engineering,
but also communication both between robots and 'With humans by integrating cognition,
analysis and expression of behaviors and emotions. Collaboration between artificial entities or
with human operators (cobotics) is a very important field of research in which security
problems are essential. This is, among other things, one of the fields of sticns where bio-
inspiration has taken an important place, many teams seek to "imitate life" to design more
flexible, more adaptive robots, equipped with specific features (crawl , swim, fly ...).
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Finally, this is an area where applications play a very large role as much from an economic
point of view - for example with the vast market of industrial robotics, or with that emerging
from personal assistance - than from point of view of Research, because any new science or
robotic technology developed is quickly confronted with reality, the robots being located in
the real world and in interaction with it. This immediate return of reality inevitably generates
new research challenges. The CNRS robotic research group is organized according to the
main ones of robotics:

= Medical robotics

= Autonomous vehicles (land and air)

= Robotic manipulation at different scales

= Advanced control architectures of robotic systems

= |nteractions between robotic systems and users

= The design of innovative mechanical and mechanical architecture

= Humanoid robots

= Neuro-robotics
As it was specified in the introduction, in this notebook we are only interested in the part
"cognition, perception, collaboration” of robotics; The mechanical or technological aspects of
the basic system-in particular mechanical, control and control, sensors, actuators,
architectures and "low" software platforms-being excluded because it is too distant from the
main subject that are intelligent systems. The subdomains concerned are those underlined
above, knowing that only part of medical robotics is present in the following projects.
The action of the ANR on robotics was strongly visible from 2006 with the creation of the
PSIROB program (interactive and robotic systems program), which funded a small thirty
projects on its two years of existence. Subsequently, from 2008, several Stic programs
supported research in robotics: arpege (on-board systems and large infrastructures) for
mecatronic layers, system, control-command, conting (content and interactions) for layers of
perception, Cognition, collaboration, interaction with humans. Some more ruptive robotics
projects were supported by the Defis (Emerging Domains) program between 2008 and 2009,
as well as in non -thematic programs. This distribution of robotics between two major
programs was preserved in the 2011 programming, as illustrated in a very caricatural above,
between Contint (digital content and interactions) for the head of robots, and Ins (digital
engineering and security), For their legs. Throughout the period, the TECSAN (Health
Technologies) program has supported robotics research for the needs of this great application
that is health and in particular personal assistance and assistance to the operating gesture .
Some other projects on human-robot cooperation have been funded in the human and social
science programs.

2.5. Recognition of forms, excavation and search for images

Considerable progress has been made in recent years in the field of computer forms and
artificial intelligence around multimedia images and videos data, namely, among other things,
recognition and location of objects or classes of classes objects present in an image, indexing
and searches of images for classification or categorization of content, and research images by
content. This progress has been made possible by the contribution of new concepts and
techniques but also the use of many methods and tools coming from applied mathematics
(statistical, parametric, SVM, boosting, k-men, etc.) to facilitate data analysis. We can note
others the rapid evolution of recognition techniques by automatic learning. These learning
techniques will learn the appearance of an object or a category of objects in set images by
analyzing its different visual characteristics without definition of formal and explicit model of
the desired object. The projects presented here are varied and go from fundamental research
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on methods and algorithms to more finalized research with the implementation of information
systems.

2.5.1. ANR projects [5]
= Young Researchers' Program - Young Researchers, 2010 edition Eviden project
Visualize the functioning of the cell to better to understand.
= Masses of data and ambient knowledge, 2007 edition EFIDIR project How to measure
from space deformations of the terrestrial surface.

2.6. Automatic language and speech processing

Automatic Language Processing (TAL) concerns the application of computer programs and
techniques capable of automatically processing human language, written or spoken. This field
of multidisciplinary research combines linguistics and computer science, and makes more
extensive use of pattern recognition, signal processing, statistics, logic, documentary analysis
or even psychology to form one of the major fields of artificial intelligence. The applications
are very numerous. Some are already in common use: spelling and grammar checkers,
monolingual and interlingual search engines, voice dictation, talking GPS, interactive voice
servers, automatic translation. Others are beginning to spread, such as querying search
engines by voice or automatic transcription and indexing of audiovisual content. However,
there are still many challenges to overcome before being able to automatically understand all
the subtleties of human language and establish a natural dialogue between man and machine.
To advance towards this objective, it will be necessary to further extend the field of models,
in particular to fully take into account the semantic and pragmatic levels, paralinguistic
information (prosody, expression of emotions) and other communication methods (processing
of multimedia documents, communication multimodal). This presupposes not only research
work, but also the creation and making available to the scientific community of corpuses of
data representative of the phenomena to be studied, as well as the organization of joint
evaluations allowing researchers to compare their approaches in order to mutually enrich their
knowledge.

2.7. Knowledge, Web, Semantic Web

The web has become in twenty years one of the most frequented places of the planet: initially
designed as a platform for exchanging information between scientists, it was first transformed
into a vector for the dissemination of scientific, technical and commercial information, before
becoming what we know today: the universal system communication used for all our
activities whether professional, commercial, social or private. The Web is an asset and a
challenge; a wealth due to the quantity and diversity of information stored there, and
circulating there; a challenge because this information is massive, multifaceted,
heterogeneous, not structured, and from a wide variety of sources. Artificial intelligence
researchers have quickly seized the opportunity presented by this universe to apply and
develop their tools previously reserved for smaller sectors.

2.8. Al APPLICATIONS

This last section is devoted to projects directly targeting applications of strong societal
interest. If new methodological or algorithmic developments are made, they are necessarily in
connection with the targeted field of application: environment, transport, security, health,
assisted living.

It is very difficult to take stock of the concrete applications of artificial intelligence in our
society: as we will have seen in the previous sections, it is a multifaceted field and interacts
with many other disciplines, which makes it almost impossible to trace the concrete
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consequences. The American Association of Artificial Intelligence organizes an annual
conference “Innovative Applications of Artificial Intelligence” which seeks to highlight
particularly interesting applications, generally within a framework of cooperation between
academic laboratories and companies.
The history of these conferences can be found at
http://www.aaai.org/Conferences/IAAl/iaai.php. For example, applications highlighted in
2011 include systems:

= automation of the distribution of short news;

= active learning for military decision-making and planning;

= estimated energy consumption;

= detection of falls by elderly people;

= smart diabetes management;

= efc
Since its origins, artificial intelligence has sought to confront the real world, and there are
many historical examples: mining research, medical diagnosis, configuration of technical
devices, process monitoring, planning of satellite missions, and detection of faults in pieces.
The period of the 1970s-80s saw the development of quantities of expert systems in all
economic sectors, in some cases with success, even if it was followed by a period called "Al
Winter" of about fifteen years. Due to the inevitable disappointment with the overly high
expectations and promises of the initial period. It was then that specialists began to speak of
"hidden” or "embedded" artificial intelligence to illustrate the fact that the intelligence
component of a system is part of a whole and is no longer part of it. Necessarily the most
visible part. This is one of the common characteristics of the twenty projects in this section,
which therefore address the various societal challenges mentioned above using artificial
intelligence technologies.

This chapter is presented in the form of mini projects so that the student masters,
recognizes and covering a diverse number of artificial intelligence applications in control and
command.

% environment, transport
+ Security

+ Health

+ Assisted Living...ect

2.8.1. Exemple 1: Discover how artificial intelligence systems are used in the world of
transportation and integrated into autonomous vehicles.

Artificial intelligence (Al) may seem like something new. But Al applications have been
used in transportation for some time now. Many modern vehicles use a satellite tracking
system (GPS). This system uses data from satellites to establish where a vehicle is on Earth.
Mapping algorithms use Al to determine the best path to get from point A to point B.

To achieve this, Al systems have learned to predict the best trajectories from immense
amounts of data. They then combine this data with real-time information about users. This
includes information such as how fast they are traveling on the road. These two types of data
can then provide people with accurate and precise information about their movements. Al can
even help drivers navigate traffic congestion and avoid road construction sites.
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Several safety features in modern vehicles use Al. Driving assistance is an example.
Driving assistance systems warn the person driving of possible dangers. This could be, for
example, an audible alarm that goes off when the car veers out of its lane. To do this, the car
uses various sensors, including cameras and infrared sensors.

Some systems also help with driving. These can be specific functions, such as control
systems that adjust the vehicle's speed or direction. It can also be more general functions, such
as using machine learning models to make decisions based on different traffic conditions. All
of these functions send data to a central data center. This information is then used as training
data for future models.
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Example 2: ABS braking system with different controllers (P,P1, PID and Fuzzy)
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Example 3: Al and traffic monitoring

Nobody likes to be stuck in traffic! Urban planners are therefore always looking for ways to
improve vehicle circulation on the roads. Installing sensors on traffic lights can help. The
sensors send data to a large remote database. This data is then used to develop different traffic
light control scenarios which are analyzed to determine the best settings. City planners are
also using machine learning to design better road systems. This can include ideas like using
roundabouts instead of traffic lights.
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Example 4: Object detection (LIDAR) allows you to deduce the distance of surrounding
objects, creating a 3D map.

Figure 2.8. LIDAR. [6]
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Example 5: How do autonomous vehicles work?

To drive itself, a car needs equipment and software. Equipment is a set of sensors and
mechanical parts. It allows the car to perceive its environment and obtain the data necessary
for automatic decision-making. It’s like the eyes, hands and legs of the person driving.
Software is computer programming. They allow the car's computer to make decisions. It’s

like the brain of the person driving.

Self-driving cars use many technologies to perceive their environment. This includes high-
definition cameras, ultrasonic sensors, and radar and lidar sensors. These allow the car to
detect traffic lights, cyclists, or even a squirrel crossing the street! Radar uses radio waves to
detect objects. Lidar works like radar, except it uses pulses of light to detect objects. These
last two instruments make it possible to complement the visual information of standard

cameras. This is particularly useful when weather conditions reduce visibility.
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Figure 2.9. Autonomous car detection system. [6]
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Chapter 3: Supervised and unsupervised classificatn

3.1. Introduction

The purpose of this chapter is to present a gewvaral of the problem oCLUSTERING
by introducing the basic notions and concepts arfughlight the diversity that exists among
the different classification methods.

We begin this chapter by remindisgme essential concepts and definititmsinderstand
the different methods and tools of automatic cfeesgion. We then presettite basic steps of
the automatic classificatioprocedure as well athe different possible applications of
clustering Then, we discuss the different notions that asedutodefine the similarity
between objectawhich constitutes the basis of any clusteringhoeét Finally, we preseribe
existing approaches allowiregyaluating the results of clustering algorithmstker details on
the main clustering methods are then presented.

3.2. Useful concepts and definitions

Unsupervised classification or automatic classiitca- clustering - is an important step in
data analysis; whose objective is to identify goopsimilar objects called clusters of a data
set without knowing their structure beforehand.

- Definition of a partition
Given a finite set of objects denotedve call partition of any family of non-empty parts
P disjoint two by two whose union forms the ket

P :{Ci' i l}’ such thaC;: part ofl (or a class) having the following properties:
10i01,c 2P
20i01,001, izj-cnNc;=®
U=t (3.1)

- What datais processed in classification?
The data processed in classification can be imag&pjals, texts, other types of
measurementgtc

- Whatisaclass?

Basically, a class (or group) is a set of data &minby homogeneous data (which
“resemble” in the sense of a criterion of simikarftlistance, probability density, etc.)). For
example,a classcan bea regionin acolor image a particular evenin a sound signalthe
spam clasandnon-spam classas the case of spam detection in an enedd,

- How many classes?
The number of groups (denoted Ky in prediction is assumed to be fixed (given bg th
user). This is the case, for example, if one igrgdted in classifying handwritten letters
(number of classes = number of characters of thieahlet) etc

3.3. Supervised or unsupervised classification

The classification of data located in a high-dimenal space is a delicate problem that
appears in many sciences whose general objectivebis able to label data by assigning them
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a class There are two types of approachesipervised classificatiomnd unsupervised
classification These two approaches differ in their methodsthant purpose.

Classification is the most widely used descripteehnique. There are many classification
algorithms. The objective of a classification iglistinguish distinct subsets (or classes) in the
starting population.

Remember that classification differs from classifion in that the classification criteria are
not known a priori (before studying the populatioh)is the population that determines the
criteria.

Classification makes it possible to limit the numbsf variables per subset. Very
discriminating or too little discriminating varias can be eliminated.

Classification makes it possible to find correlasospecific to each class and therefore
more precise.

Take care: theres no single solutioto theproblem of classificatianin other words, there
is no good classification, but several possiblegifecations.

We talk about class, segment or cluster to talkuaboth the extension (the individuals)
and the intension (the variables and their possialees) of the subsets defined by the
classification.

3.3.1. Supervised classification

The classes are known and there are examples lofcéss. In supervised mode we have a
learning sample whereas in unsupervised mode, weldmd search; the difference between
the two situations is the knowledge of the classes.

If the possible classes are known and if the exaspte provided with the label of their
class, we speak of supervised classification (elagsification), the objective is then to learn
using alearning modelfrom the set of examples (called the learning skthe rules which
make it possible to predict the class of new exaspWhich amounts to discovering the
structure of the classes in order to be able te@dize this structure on a larger set of data.

An example of the application of the supervisedsifecation concerning cars can be taken
from (Candillier, 2006), or it can be a questioor, €&xample, of determining whether a new
car encountered belongs to the class of city date;mediate cars or comfortable cars, based
on characteristics, and on the known class of alesady encountered (learning examples).
Table .1 presents the problem in this context. Ea@mple is associated with the class of car
to which it belongs. The objective is then to beedb estimate the most appropriate class for
any new example encounteredg.car 7 in table. 1).

Table3.1--Example of supervised learning application

Identifier fuel cylinders length Power Class

1 gpl 8 186 6000 comfort

2 Essence 4 170 5800 intermediate
3 diesel 6 172 5500 intermediate
4 diesel 4 156 5200 citadin

5 Essence 12 190 5500 comfort

6 Essence 4 175 5800 intermediate
7 diesel 6 170 6000 ?
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Example: articles in economics, politics, sportiue...
* We want to classify new element
Example: assign a label among economics, polsjstt, culture...

= B p
Z " m =
p g Hg
m m

= Supervised learning: examples are labeled

. b
{2112 15140 15190™ 01113 03112 04112
Enémy Frlend

Figure 3.1. Supervised learning exemple.
Applications: Some examples of supervised clasgiba applications are presented below:

+ Application 1: An archaeologist seeks to determitnether human remains are those
of a man or a woman.
+ Application 2: In a bank, a credit committee musicide, based on financial
parameters, whether or not to grant a loan to dviotual.
+ Application 3: Given a set of symptoms, a physiaianst make a diagnosis.
+ Application 4: In industry, we want
- ldentify faces, fingerprints,
- ldentify objects in video sequences,
- Search for potential customers in databases,
- Match one or more words in a relevant way to thetmelevant
text.

3.3.2. Unsupervised clustering
If only the examplesyithout labels are available, and if thdassesand theimumbers are

unknown then we speak afnsupervised classificaticalso called "automatic classification”,
"clustering” or "grouping".

Unsupervised classification (angustering consists in dividing a set of examples into
subsetscalled classes (clusters), such that the obpfatse class are similar and the objects
of different classes are different, in order to enstiind its structure (Blansché, 2006). In other
words, it is a question at this level of seeking tmderlying distribution of the examples in
their description spaces. As the table 2 showsetleeno class information associated with
the examples in this case (Candillier, 2006).
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Table. 2--Example of unsupervised learning applicatio

Identif fuel cylinder length Power Class
ier S

1 apl 8 186 6000 ?

2 Essence 4 170 5800 ?

3 diesel 6 172 5500 ?

4 diesel 4 156 5200 ?

5 Essence 12 190 5500 ?

6 Essence 4 175 5800 ?

7 diesel 6 170 6000 ?

We have unclassified elements, Example: wordstexi
* Wewant to group them into clas:
Example: if two words have the same label, theyralaed to the sar thematic..

047
11 03112

Evemgy =smirm=le Eamthlmmr mmir=le

‘121.12 15140 1.5140 01113

Figure3.2. Unsupervised learning exemple.

Applications Some examples of applications of unsupervisessification are presente
below:
4+ Application 1: In biology, we want to group specaesording to their characteristi
and therefore their common origi
4+ Application 2: In psychology, we want to classifiydividuals according to the
personality type.
4+ Application 3: In chemistry, we want to classify queonds according to the
properties.
4+ Application 4: In industry, we wa
- Analyze survey results,
- ldentify potential customers of a company, identifistomers
likely to compete,
- Determinesales locations (installation of cash dispensetc),
- Analyze, identify risks (water damagg(.),
- Analyze textual data.
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3.3.2.1. The steps of an automatic classification
The basic steps of the automatic classificatiorcgss can be summarized as followsature
selectiorlextraction

= Feature selection is the process of identifyingpammal subset of relevant
source featuresf relevant original featurefor a previously set criterion
for use in clustering. The selection of this suludetharacteristics makes it
possible to eliminate irrelevant and redundantrimiation according to the
criterion used.

=  While feature extractioaims at using one or more transformations of the
input featuresto produce new salient featureBither or both of these
techniques can be used to obtain an appropriatef dettures for use in
clustering.

3.3.2.2. Automatic classification algorithm

The clustering or classification step can beedonseveral ways. Data classification (or
clustering) can be hard (a partition of data intougs) or fuzzy (where each model has a
degree of membership in each of the output clust@tsus, our goal through this step is to
choose the most appropriate clustering algorithm dloistering the datasethere each
clustering algorithm is characterized mainly byraximity measure and a clustering criterion

= The proximity measuriss a measure thguantifies to what degree any two data points
are ‘similar" (feature vectors). In most cases we need to enthaie all chosen
variables contribute equally to the calculatioried proximity measure.

= Grouping criterioncan be expressed by a cost function or other tfpeiles. It is
necessary to take into account the type of clusigpected by the grouping of the
dataset. Thus, we can define a "good" groupingroi,leading to a partitioning that
represents the dataset as best as possible.

= Validation of the resultghe grouping algorithms make it possible to extdusters
which are not known a prioriAlso, different approaches usually lead to différen
groups and even for the same algoritfirherefore a final classification of a data set
requires some kind of evaluation in most applicetioThe accuracy of the results
obtained by the clustering algorithms is verifiesing appropriate techniques and
criteria.

» Results interpretationThe ultimate goal of aggregation is to providesraswith
meaningful insighinto the original data, so that they can effedyiteoubleshoot any
issues encountered.

3.3.2.3. Applications of clustering

Unsupervised classification has been used ireraévfields, ranging from engineering
(machine learning, artificial intelligence, pattemecognition, mechanical engineering,
electrical engineering), computer science (webnginspatial database, collection of textual
documents , image segmentation), medical anddinses (genetics, biology, microbiology,
paleontology, psychiatry, clinical, pathology), thasciences (geography, geology, remote
sensing), social sciences (sociology, psychologychaeology, education), and economics
(marketing, trade).
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This diversity reflects the group's important piositin scientific research. On the other hand,
this diversity can be a source of confusion, duthéodifferent terminologies and objectives.
Clustering algorithms have been developed to sprécular problems, in specific domains,
and they are usually based on assumptions and eguaeb®ut the data set to be processed.
These assumptions inevitably affect the performasfcthese algorithms in other problems
that do not satisfy these assumptions. For exaniplegans algorithm based on Euclidean
distance and hence it tends to generate hyperisphelusters. But if the real clusters are in
another geometric shape, K-means may not be efficieading to look for other clustering
algorithms. In the following, we describe some &gtlon domains where clustering has been
used as an essential step.

"1 Segmentation (This technique is very useful ingenaegmentation which can be defined
as an exhaustive partitioning of an input image s#veral regions)

Pattern recognition and,
"I Data mining (Aims to deal with large databasescWhplace additional computational
demands on clustering. The birth of clustering atadmining is mainly due to the intense
developments in the fields of information retrievaald text mining, space databases e.g.
astronomical data, data analysis, web applicatibh& analysis in bioinformatics, and many
other specific applications).

3.4. Aggregation criterion

The aggregation criterion makes it possible to camaphe classes two by two to select the
most similar classes according to a certain caterirhe most classic criteria are the nearest
neighbor, the maximum diameter, the average distand the distance between the centers
of gravity.

D(C,.Co)=mindist, j)ii0C, jocd (3.2)
D(Cp'cq): ma>{dis@ J)T0C, | DCq} ........................... (3.3)
Z{diS@ )i UCp, j ch}
D(Cp1Cq): ' Card(c,)xCard(C,) (3.4)
D(Cp’Cq):diS(Gpieq) (35)

3.5. Similarity measures
The main objective of a classification is to pravidomogeneous and well separated groups,
in other words groups of objects such as:

| The objects are as similar as possible withinoa gy
The groups are as dissimilar as possible.

Due to the variety of feature types and scalesdis&nce measure (or measures) must be
chosen with care. Unfortunately, too often thisars arbitrary choice, sensitive to object
representation, and treats all attributes equadllyis more common to calculate the
dissimilarity between two objects using a distanemasure defined on the feature space (see
Table. 3).
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An object is described by a set of characterisgjeserally represented by a multidimensional
vector. The characteristics can be quantitativgeuaditative, continuous or binary, nominal or
ordinal, which determine the corresponding measargnmechanisms. The distance or
dissimilarity function of a data set X is definedsatisfy the following conditions:

1. Symmetry d(xi ,x,-) = d(x,-,m):

2. positivity d(x ,xj)z O for all x; etx;. If the conditions;

3. triangulae Inéquality d(x.,x) < d(x,x;)+d(x;. %) ;

4. Reflexitivity d(m , Xj) =0 si x =x; are verified, then it is called a metric.

Likewise, a similarity function is defined to sdyishe following conditions.

=

Symetry S(xi , xj) = S(xj ,xi);

2. positivity S(m,xj)z 0 for all x; etx;. If the conditions;

3. triangulae Inéquality S(x,xc) < S(xi ,xj)+5(x,-,xk)

4. Reflexitivity S(Xi;Xj) =0 si x =x; are verified, then it is called a metric.

For a dataset with N input objects, we can defirsyrametric matrix of sizé&l X N called
proximity matrix, whosei()) th element represents the similarity or dissimilantgasure for
theith andjth objects {j=1,..N).

Typically, distance functions are used to measwmgticuous variables, while similarity
measures are more important for qualitative vaesblSome typical measurements for
continuous functions are shown in the table. 3.

Measures Forms Comments Examples and
applications

Metric invariant to any rotation
only for n = 2 (Euclidean
distance). Features with large
# values and variances tend |to c-means floue
dominate other features.

The Minkowski distance

—(xd
Di,j - |:1‘)(iI_XjI

The best known distance, it |is
Y only a special case for p = 2 |of
2)Z the Minkowski distance. Tends

to form hyper-spherical clusters.

—(xd
Di,j - |:1‘)(iI_XjI

Euclidean distance

(7]

K-means
This is a special case for p = 1|of
_ the Minkowski distance. Tends
Distance from Manhattan Di J Z|:1 Xi~ X“‘ to form hyper-rectangular AT blurry
clusters (Fuzzy)
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Special case for p=of the fuzzy c-means with
Minkowski distance, Chebyshev

Chebyshev distance D= ma)dxn - Xn‘ distance

I<I=<d

S is calculated based on all
objects. Tends to form hyper-
ellipsoid clusters. when the Ellipsoid ART,
features are uncorrelated, the hyper ellipsoid
Mahalanobis distance Di,j:(Xi_Xj)TS_l()Q_Xj) squared mahalanobis distance is clustering
equivalent to the squared algorithm.
Euclidean distance. May cause
some computational load.

Pearson correlation

Not a metric. Calculates the widely used as a

1-r, distance between an obje¢tand| measure for gene
D,;= 5 g a reference pointx. dir is| expression data
( —X —) minimized when a symmetric analysis
Z"jzl XI_XJ’ Xi =X

object exists.

Q)

Independent measurement |offhe most used in

T vector length. Invariant tp the document
Cosine of similarity S — cosa = Xi XJ rotation, put not to linear  clustering.
i ”X ””X ” transformation.
i J

3.6. Evaluation and validity criteria

Clustering is an unsupervised process where datalébeled, and no structural information
is available. Thus, evaluating the results of dusg algorithms is a very important task. In
the clustering process, there are therefore noefireti classes; Moreover most of the
algorithms do not provide the means for the vaimtatnd the evaluation of the clustering.
Therefore, it is difficult to find an appropriateeasure to verify the accuracy of the resulting
clustering. In this case, several questions camsked such as:

- What is the optimal number of clusters?
- What is the best cluster?,
- What is the best grouping of data?

In most algorithms, experimental evaluations oftihe-dimensional data are used so that the
user is able to visually check the validity of tlesults (i.e. how well the clustering algorithm
discovered the clusters of the data set). It iardleat visualization of the data set is a crucial
verification of the clustering results. In the cadanultidimensional database (eg more than
three dimensions) effective visualization of théadat could be difficult. Furthermore, cluster
perception is a difficult task for human beings véte not used to high dimensional spaces.

3.6. 1. Determination of the number of clusters

Automatic classification aims to identify groups smilar objects, thus helping to discover
the distribution of objects and interesting corielas in large data sets. However, most
clustering algorithms have needed to know the nundbeclasses to search. This is an
unsupervised method and in most cases the usenatilhave prior knowledge of how many
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classes are in the dataset, thus leading to sepamdtdata into a number of classewhich is
usually larger or smaller than the actual numbealadgses.

If the number of partitioning clusters k is greatsan the optimal number of class&3,(then
one or more good compact classes can be partitibimaever, if k is less than k', at least one
distinct cluster can be merged.

Thus, finding the right number of clusters iseayimportant problem. For example, if we
take the dataset shown fingure 3.1(a) It is obvious that the optimal number of clusters
three. The partitioning of the previous data setabyunsupervised classification algorithm
(e.g. K-means) into four clusters is presentediguie 3.1(b). In this example the K-means
algorithm has found the best four clusters intocktthe data set can be split. However, this
classification is not optimal for the consideredatbase. We define, here, the term "optimal"
clustering as the result of running an automatssification algorithm (i.e., clustering) that
best fits the inherent partitions of the dataset.

It is obvious that the clustering shownhkmure 3.1(b)is not an optimal classification of the
database. The optimal clustering for this dataaetle obtained by partitioning the data into
three clusters. Therefore, if the values assigoetid parameters of a classification algorithm
are inaccurate, the clustering method may resudt partitioning that is not optimal for the
dataset considered, which leads to false decisioiifie problem of deciding the optimal
number of clusters for a dataset as well as evaly#he results of a clustering process have
been the subject of several research efforts.

3.6. 2. Core Concepts of Cluster Validity

In this section, we present some basic conceptdustering validation, as well as the most
used validation indices. As we mentioned earlieg, @évaluation of clustering results is one of
the most important issues in the process of unsigeet classification. It is generally the

validity indices that are used to measure the tuafithe clustering results.

Two types of indices can be used to assess thé@yjohh classification: external indices and
internal indices. External indices measure the eagent between two partitions where the
first partition is known a priori, and the secorattyiion is the result of a clustering process.
Internal indices are used to measure the qualitarofaggregation structure without any
external information. That is, external indice®w@allthe results of a clustering algorithm to be
evaluated based on a previously known clusteringire of a data set (or cluster labels).

Whereas, internal indices allow evaluating a partitusing inherent quantities and
characteristics of the considered data set. Themaptnumber of clusters, for any
classification, is usually determined by one or enmternal validity indices. The purpose of
such a grouping is to achieve a classification shahthe objects within the same class are as
similar as possible and the objects of differeakssés are as dissimilar as possible, in other
words, obtain Compact Well Separated Clusters o €Bsses (in English, CWS clusters:
Compact Well Separated Clusters):

I. Compactness:several measures based on the variance make dib@s$o evaluate the
compactness of a cluster. Lower variance measdreates better compactness. Additionally,
there are many distance-based metrics to estirhatedmpactness of a cluster, such as the
maximum or average pairwise distance.

Il. Separability: Measures the degree to which a cluster is distnawell separated from
other clusters. For example, pairwise distancewdst cluster centers or minimum pairwise
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distances between objects in different clustersnagely used as separation measures. Also,
density-based measures are used in some indices.
The general procedure for determining a best partibf a set of objects using internal
validation measures is as follows:
» Step 1: initialize the list of classification algbms that will be applied to the dataset.
» Step 2: For each clustering algorithm, use differmymbinations of parameters to
obtain different clustering results.
» Step 3: calculate the internal validation indexresponding to each partition obtained
in step 2.
» Step 4: Choose the best partition and the optimailber of clusters according to the
validity indices used.

One can choose a validity index to estimate them@btnumber of clusters, where the optimal
classification can be extracted among several itlzsons under different number of
clusters. However, the best clustering solutionagf@lassification task depends not only on a
validity index, but on the appropriate clusterimggedure as well. An obvious case is the use
of different classification methods and differeasult validity indices in different clustering
solutions for a specific classification task. THere, there is still a lot of complex work to do
in the cluster validation process. The principlesame widely used indices for estimating the
optimal number of clusters and evaluating the d¢yaif clustering are introduced in the
following.

3.7. Evaluation of a classification system

We present here a method for evaluating a supehdtsssification, and classical techniques
for measuring and comparing unsupervised classificaystems.

3.7.1. Test corpus (supervised case)

To test the quality of a supervised classificatiomocedure, the classified elements are
randomly separated between a reference base (R tesd base (T). Then, the classification
procedureC’ is determined from the examples of the referereebThen, we usg' to find

the class of the elements of the test base. Fjndléyerror of the classification procedure is
estimated.

To estimate the error rate TE of a classificatioocpdure Cf, a simple method is to calculate
the number of misclassified elements over the nurabelements to be classified:

TElC)- ﬁmzz"“ (Cf (a;)i Cdt) (3.6)

Where Cdt is the original class di

In the case of simple classifications, we may htvealculate the error resulting from a
purely random classification to compare it with #reor made by our procedure in order to
check the performance of our system. Given theuteaqy Pk (or a priori probability) of the
class k in the test base, we call the error THhefrandom system:

~ ¢ 2 ¢ [card(Ck[T)
TE, =1-Y,.(Py) 1Z(caT('kr|))

Where c is the number of classes and is the nupoflEements of T that are in claGg

(3.7)
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3.7.2. Unsupervised case

In the unsupervised case, the classification caevatuated with respect to some of these
characteristics. We distinguish on the one hanel nlhmerical characteristics: the number of
classes obtained, the number of elements per ¢tessyverage number of elements per class,
the standard deviation of the classes obtained, @mdthe other hand, the semantic
characteristics . For example, if a document iso@ated with a set of keywords, the
semantics associated with a class may consiseahttst frequent words in the class:

V=g?= %z;l(card(c k)~ moy)2

1w (3.8)
moy= > .card(Ck)

3.8. Classification techniques

Many methods and approaches have been definedit avmlld be difficult to present an
exhaustive list here. However, we can distinguigler@nt commonly used methods. Number
of possible classes: The number of possible sulidetsset of n elements is called “Bell
number” and is given by the following formula:

Relations between the subsets obtainedh general, we obtain disjoint subsets. This & th
result of most techniques. We can also considecdle of disjoint subsets with some subsets
including others. This is the case with certaincatbed “mixed” techniques. Finally, we can
also consider the case of non-disjoint subsetsmtiout inclusion, we then speak of fuzzy
analysis. We will not discuss this case.

Distance between individuals:The distance between individuals will be giverheitby a
Euclidean metric, the Manhattan metric which taibsolute values rather than squares, the
econometric metric, etc.), or by a matrix of simtlas (for example the correlation matrix).

Data preparation: It is in our interest to separate ourselves fram-standard individuals.

Choice of classification variables:To distinguish the right classes, it is often rssesy to
make several “passes”, by removing or adding vigko the classification method. This
concerns variables that are too indiscriminate.

Number of classes:Techniques without a priori let the algorithm deime the optimum
number of classes. The techniques with a priofigelto fix a priori the number of expected
classes. One can start by using techniques withgutori and then use the results in the
techniques with a priori.

We can always impose fewer classes than there #@h®uv a priori. It is useful from a
practical point of view if the number of classesirid without a priori is too high to be
operational in practice (a sales department may teawork on 5 segments, and not on the
10 proposed by the classification without a prioai)priori). On the other hand, imposing a
greater number of classes than there is withouioa pisks leading to arbitrary results.

Choice of a classification: empirical techniques:to validate a classification, several
complementary methods can be used:
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Some classic approaches;

3.9. Hierarchical algorithms

This class of algorithms consists of creating adnehical decomposition of a data table. Two
strategies can be considered: bottom-up or top-dowhe ascending hierarchical
classification proceeds successively by merginglsmausters into larger ones, the result of
the algorithm is a tree of clusters, called theddegram, which shows how the clusters are
related. While the top-down approach starts with odljects in a single class. At each
iteration, a class is decomposed into smaller elgamitil there is only one object left in each
class, or possibly a stopping condition is verified

Ascending hierarchical classification (CHA)
- Clustering Using Representatives (CURE)
- Balanced lIterative Reducing and Clustering usiregarchies (BIRCH)
- Robust Clustering using links (ROCK)

Descending hierarchical classification (CHD)
-Williams and Lambert
- Tree Structured Vector Quantization (TSVQ)

3.10. Algorithms per partition

Attempts to decompose the dataset directly intaspidt set of clusters. More specifically,
they try to determine an integer number of pargithat optimize an objective function.

- K-means

- K-medoids,

- Partition Around Medoid (PAM).

- Clustering large applications based upon randedhsearch (CLARANS)

- Clustering LARge Applications (CLARA)

3.11. Density-based algorithms
The main idea of this type of clustering is to graueighboring objects of a dataset into
clusters based on density states.

3.12. Classification based on grid quantification

The idea of these methods is to divide the dataespdo a finite number of cells forming a
grid. This type of algorithm is designed for splatiata. A cell can be a cube, a region, a hyper
rectangle. These last two types of methods willbeotletailed hereafter.

3.13. Other methods...
In the following, we present the main supervised ansupervised classification algorithms
proposed in the literature. It is not a questiomnalking an exhaustive presentation of all the

methods but only of specifying the most traditionadthods which we will use within the
framework of our work according to their particupaoperties.
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3.14. The K-means method and its variants

3.14.1. Presentation

The K-means algorithm is an algorithm for findirnigsses in data. It is a “non-hierarchical”
algorithm: the classes it constructs never maint@@narchical relationships: a class is never
included in another class. It is a widely used atgm.

3.14.2. Characteristics of the K-means algorithm Kiput parameters)
The algorithm works by specifying the number of @ted classes. The algorithm calculates
the intra-class distance. It therefore works orticoous variables.

3.14.3. Idea

* Choose k points at random, and consider thenemtsaids

* Distribute the points in the k classes thus fatraecording to their proximity to the centroid
*» Use the centroids of the classes as new centanidsepeat until there is no more change.
* Distribute the points in the k classes thus fatraecording to their proximity to the centroid
* Use the centroids of the classes as new centanidsepeat until there is no more change.

3.14.4. Example

exaniple in dimwension 2 with k=3

5 J
4 U

3 u
21 O OO
11 OO0 O
0

* Choose&k points at random, and consider them as centroids

examplke in dinension 2 with k=3

3 I

4 B0 g

3- |

2q O BOO

1] OO 1 O

0 P T | —

* Distribute the points in thke classes thus formed according to their proximityhie
centroid
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» Use the class centroids as new centroids and repé&hthere is no further change.
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» Distribute the points in thk classes thus formed according to their proximityhte
centroid.
examphe i dinsemsion 2 with k=3

5 |

4 - O

34 oo
21 N H N
4= l’ | |
0

* Use the class centroids as new centroids and repéhthere is no further change.
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examplke indinensien T with k=3

5_.
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3 O

2-1 B (S

1 m m m

0 T T T T .
0 1 2 32 4 5 &6 7

» Distribute the points in thieclasses thus formed according to their proxinotshie
centroid.

5
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3 |

2-{ B (] = |
1 ml B B
0

* Use the class centroids as new centroids and repéhthere is no further change.

example in dineension 2 with k=3

5.-.-

I

3 O

2-{ | ] = B

e @ @

ﬂ | | ] | | | ]
0 1 2 3 4 5 6 7

* Repeat until there is no further change.
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3.14.5. Algorithm

Beginning

K is the number of expected classes;

Initialize the value of the center of these class#is the value oK randomly chosen records.
Initialization of intra-class inertia. It could al$e initialized to the value of the total inertia.
Repeat

We memorize the "current” intra-class inertia: 1Aec

For each recording, put it in the nearest class.

Calculate the new center of each class (barycenter)

Calculate the new intra-class inertia: IA

Both IA < |Aec

END

We stop when the new intra-class inertia is grethi@n or equal to the previous one.

3.14.6. Advantages and disadvantages

= Remarks on isolated individuals: out nome, outliers
= |solated individuals (outliers, outliers) will alys constitute a class.
= The method therefore makes it possible to bringahedividuals to light.

You must then eliminate them and restart the metisodpdate the classes. Benefits the
calculation time is fast: it is a function Nf(number of individuals in the starting population)

Disadvantages
= The number of classes is a parameter providedpas.in
= The final distribution of classes depends on thet Gienters chosen.
= The method is especially well suited to spheritases.

3.15. Hierarchical clustering

In hierarchical classification (CH), the createdseis are hierarchically nested within each
other. We distinguish the descending (or divisi@) which starts from the set of all the
individuals and splits them into a certain numbiesudbsets, each subset then being split into a
certain number of subsets, and so on. followingd Ame ascending (or agglomerative) CH
which starts from single individuals that are gredpnto subsets, which are in turn grouped
together, and so on. To determine which classeswilemerge, we use the aggregation
criterion.

3.15.1. Intuitions and principles
= From a dissimilarity matrix, allows to form grouystep by step:
- by dividing two groups (descending classification)
- by agglomeration of groups (ascending classificgtio
= Create hierarchies between groups (even if thengedbes not make sense from the
point of view of interpretation)
= Each level of the hierarchy represents a partiquaatition of data into disjoint groups
= The hierarchy can be represented as a tree oratmaain
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Iterative data aggregation
= Start withN groups, one per observation
= Agglomerate the two most similar groups and redateuthe center
= Repeat until a single group is obtained
= |[terative division of data
= Start with one group
= Divide into two groups as different as possible
= Repeat untiN groups are obtained
= Similarity measures for agglomerative clustering
= Single link clustering d(Gi; Gj) = min xrGi;xs1Gj D(xr; Xs)
= Full link clustering d(Gi; Gj) = max xrGi;xsl1Gj D(xr; xs)

a b e c d f
Figure 3.3. Data example and Dendrogram

3.15.2. CAH algorithm: The CAH algorithm is described below:
= A deviation is chosen. We construct the table ofiateons for the initial partition of
then individuals ofT":

Each individual constitutes an element.

= We go through the table of deviations to identifie tpair of individuals with the
smallest deviation. The grouping of these two imlals forms a group A. We
therefore have a partition af of (n — 1) elements: A and the remaining (n — 2)
individuals.

= We calculate the table of deviations between the- (h) elements obtained in the
previous step and we combine the two elements thiighsmallest deviation (this can
be two of the (n - 2) individuals, or one individaéd the (n — 2) remaining individuals
with A). We therefore have a partition ofof (n — 2) elements.

= |terate the previous procedure until only two elategemain.

= Combine the two remaining elements. There remahlen tonly one element
containing all the individuals df.
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3.15.3. Graphical example: Below is a graphical eraple of the steps of the CAH
algorithm:

P
(e

(& ™
® ™
@ Etapal
) [
@

3.15.4. Dendrogram

Dendrogram: The partitions of” made at each step of the CAH algorithm can bealized
via a tree called a dendrogram. On one axis applearsdividuals to be grouped and on the
other axis are indicated the differences corresipgnib the different levels of grouping. This
is done graphically through branches and nodesatéral partition is made by cutting the tree
at the level of the largest jump of nodes.

3.15.5. Idea
+ Take the two closest points, merge them, and tbasider their average.
+ Repeat until a stopping criterion (for exampleahise greater than a certain value).
+ Or cut the fusion tree to obtain classes.

3.15.6. Example in dimension 2

5 O

4 O

3 - O

2 @ OO
14 @ @ O O
0

* Take the two closest points, merge them, andidentheir average thereafter.
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3.15.7. Advantages and disadvantages
Advantages: Reading the tree makes it possibleterghine the optimal number of classes.

Disadvantages: Computationally expensive.

3.16.k nearest neighbors

3.16.1. Presentation
The k-nearest neighbor methoknf k-nearest neighbor) (Indyk and Motwani [1998]) is
based on a direct comparison between the featuceorveéepresenting the entity to be
classified and the feature vectors representirgyeate entities. The comparison consists of a
calculation of distances between these entitieg. diftity to be classified is assigned to the
majority class among the classes of the k closdfiies in the sense of the distance used. Let
us denote bXp = (Xp1; Xp2;...; Xpn) the characteristic vector of the entitywith N the number
of characteristics and lgyandq two entities to be compared.
The following distances are usually employedkon classifiers:

« Euclidean Distance

- Distance from Manhattan

« Minkowski distance

- Chebyshev distance

In figure 3.4, on the left, the classification imple whatever the number of neighbors: the
new object is black.

On the right, on the other hand, everything depemdthe number of neighbors chosen and
the classification heuristic. For k = 1, the nevweabis gray. For k = 3, if the three neighbors
have the same weight, then the new object is bl@aokthe contrary, if the weight is weighted

by the inverse of the distance so the new objettbeagray. That amounts to weighting the
class assignment with the distance: the furthezightvor is, the more its influence is weak.
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3.16.2. Idea

L
,'f!’.p-;\. ‘- .
A
o' ¥ =
\ =a L] & o
- ¥ Y
& b o ° o o
o o f"-“‘h\ o
4 pamet ™
™ = o Pf’ b ?
* . *\Q/ P
° . o - - - ML ©
o L S o
Figure 3.4 Exemple de classification avec léan.
Choose for each vertex the majority class amonigntsarest neighbors.
3.16.3.Example in dimension X=3:
derumisemnt.
Las D11 (3.3) to
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3.16.4.Example in dimension 2k=10 :

|
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{00 @& = o8 (5.2
a T T T T O k.1
g 12 3 4 5 & F DicEa,. 1)

Case of equality?
= Increase k by 1? Will work if 2 class classificatjoisk to fail otherwise.
= Random draw.
= Weighting of neighbors in relation to their distarfoom the point to be classified.
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3.16.5. Advantages and disadvantages
The main drawbacks of this method are the numbepefations required to classify an entity
in the case of a large reference base as wel aeiisitivity to the noise present in the training

data.

3.17. Centroid approach

3.17.1. Idea:Represent each class by its center and classifgatheelement according to its
distance from the centers.

3.17.2. Example

7 - L
D3 (2,1) ]
6 —
Classe 2 *
5 a D4 (3,4)
4 [ | D5 (4,5) +C2
3 Bl | D6 (4,3) JI
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1 H N | ] DE (5.2) ]b-G
0 L PR PR R N . D3(e,1) |
0 12 3 4 56 7 D10(4,1) }
Classe
D1 (1
- D2 (1,
- 3 (2 1
Classe 2 :
- D4 (3,4) |
4 - ] D5 (4,5)
3 — 7] D6 (4,3) |
2 - - Classe 3 :
D7 (4
f - 0O 07(4,2) )
0 T T T T T D9 (6,1) |
0 12 3 456 7 D10(4,1))
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Chapter 4: Fuzzy logic and applications in electrial engineering

4.1. Introduction

Fuzzy logic today: Fuzzy logic, in most applioas present, makes it possible to take into
account alkinds of qualitative knowledge of designers andrafmes in system automatiolt
has aroused media interest in France since thg 4&90s. The many applications in
household appliances and consumer electronicsicylarty in Japan, were the trigger.
Tuneless washing machines, anti-shake camcordaisnanyother innovations brought the
term “fuzzy logic”to a wide audience. In the automobile, automatindgmissions, injection
and anti-knock controls, air conditioning are cadrout on production vehicles using fuzzy
logic. In the field of production processes, botinttmuous and batch, and in automation
(which mainly concerns us) applications have alsidtiplied.

Fuzzy logic develops there because it is anngéislg pragmatic, efficient and generic
approach. It is sometimes said that it makes isipbsto systematize what is in the domain of
empiricism, and therefore difficult to master.

The fuzzy set theory provides a relevant andilyedsasible method in real-time
applications; it makes it possible to transcribd arake dynamic the knowledge of designers
or operators. This adaptable and universal asgdazpy logic makes it possible to tackle the
automation of procedures such as start-up, pararadjestment, for which few approaches
existed before. This Chapter presents fuzzy logetits application in the context of control.

4.2. History of fuzzy logic

Appearance of fuzzy logic The term fuzzy set appears for the first timel#65 when
Professor Lotfi A. Zadeh, from the University ofrBeley in the USA, published an article
entitled “Fuzzy sets”. He has since made many miijeoretical advances in the field and
was quickly accompanied by many researchers dewmgjabeoretical work.

First applications: At the same time, some researchers have focuse¢leoresolution by
fuzzy logic of problems deemed difficultThus in 1975, Professor Mamdani in London
developed a strategy for process control and ptedehe very encouraging results he had
obtained on the operation of a steam engine. I181®2 Danish company F.L.Smidth carried
out the control of a cement kiln. This is the firsal industrial application of fuzzy logic.

Growth: It is in Japan, where research is not only themakbut also very applicative, that
fuzzy logic really took off. At the end of the 1980t is a real boom that we must speak of.
Consumer products, washing machines, cameras hed @éamcorders stamped "fuzzy logic"
do not matter more. In industry, water treatmertt granes, metros, ventilation and air
conditioning systems are affected. Finally, appiaes exist in very different fields such as
finance or medical diagnosis. From 1990, it wasGermany that applications appeared in
large numbers as well only to a lesser extent & WSA. Finally in France, fuzzy logic
becomes a reality today.
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4.3. Why Fuzzy Logic: Limits of Classical Logic

A patient with hepatitis usually presents with tbhkkowing symptoms:
* The patient has laigh fever
» His skin has a yellow color

e He is nauseous

1_ﬁ‘u\a'ﬂir une forte figvre | Avair une forte figvre
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Figure. 4.1 Temperature in classical logic and yuogic

The patient has 38.9°C
» In classical logicthe patient has no high fever => no hepatitis

* Infuzzy logic:the patient has a high fever at 50% => hepatiti®/at

4.4. Fuzzy set theory

4.4.1. Notion of partial membership

In set theory, an element belongs or does not hdlom set. The notion of set is at the origin
of many mathematical theories. However, this essenbtion does not make it possible to
account for situations that are simple and fregyearicountered. Among fruits, it is easy to
define the set of apples. On the other hand, it k&l more difficult to define all the ripe
apples. It is clear that the apple ripens gradualtite notion of a ripe apple is therefore
gradual. It is to take into accoustich situationghat thenotion of fuzzy setwas created.
Fuzzy set theory is based on ti@ion of partial membershigach element belongsirtially

or gradually to the fuzzy sethat have been defined. The contours of each faerzysee fig.
2) are not "sharp”, but "fuzzy" or "gradual”.

Contour « flou »
/ ou « graduel »

tm

x n‘appartientniaAniaB

y appartient totalement a A
z appartient totalement B

A : ensemble classique B : ensemble flou t appartient partiellement a B

Figure. 4.2: Comparison between a classic set dudzg set [35].

Contour « net »
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4.4.2. Membership functions
A fuzzy setis defined by its thembership functidih which corresponds to the notion of

“characteristic functidhin classical logic

Suppose we want to define the set of "average tigaglople. In classical logic, we will agree
for example that people of average height are tiads®se height is between 1.60 m and 1.80
m. The characteristic function of the set (see 4i@) gives "0" for sizes outside the interval
[1.60 m; 1.80 m] and “1” in this interval.

The fuzzy set of people of “average height” will Befined by a “membership function”
which differs from a characteristic function in thiacan take any value in the interval [0, 1].
Each possible size will correspond to a “degreeeimbership” of the fuzzy set of “average
sizes” (see fig. 4.4), between 0 and 1.

Several fuzzy sets can be defined on the samebl@rifor example the “small size”,
“medium size” and “large size” sets, concepts eagblained by a membership function (see
fig. 4.5).

Degre d'appartenance | Degré d'appartenance |1

| I —_——— - 1 e ___
[ Bandinsaciiis Fonction
. nction caractéristique d'appartenance
[ « taille moyenne » .
| « taille moyenne »
|

0 : } 0 :

1m60 1m80 Variable : taille 1m72 Variable : taille
Figure. 4.3: Characteristic function [35]. Figure. 4.4: Membership function [35].
L
Petite Moyenne Grande

| | |
1,60 1,80 2 Taille (m)
Figure. 4.5: Membership function, variable and linguistic t€i36].

This example shows the graduality that fuzzy logan introduce. A person 1.80 m tall
belongs to the “large size” set with a degree 8fdhd to the “medium size” set with a degree
of 0.7. In classical logic, the transition from med to large would be abrupt. A person of
1.80 m would for example be of average height whifgerson of 1.81 m would be tall, which
shocks intuition. The variable (for example: sias)well as the terms (for example: medium,
large) defined by the membership functions bear nlaenes oflinguistic variable and
linguistic termsrespectively. As will be seen later, variables Anduistic terms can be used
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directly in rules.Membership functiongan theoretically take any fornHowever, they are
often defined by straight line segments, and céleecewise linear” (see Figure. 4.6).

The “piecewise linear” membership functions areelydised because:
- They are simple,
- They include points making it possible to define #ones where the concept is true,
the zones where it is false, which simplifies tb#ection of expertise.

In some cases, the membership functions can bd exgdaor asingle value of the variable
and equal to O elsewherand then take the name dfirfgleton membership functichsA
fuzzy singleton (see figure. 4.7) defined on a vealable (size) is the translation in the fuzzy
domain of a particular value (Paul size) of thisatale.

u Taille « tout &
fait » moyenne

Petite

Taille
-
Taille petite et Taille grande et
« pas du tout » moyenne « pas du tout » moyenne

Figure. 4.6: Piecewise linear membership functions [35].

=

I
1,78 m Taille de Paul

Figure. 4. Bingleton membership function [35].

Fuzzification - Degree of membershipThe fuzzification operation makes it possitilgrass
from thereal domain to the fuzzy domaitt consists in determining the degree to which a
value (measured for example) belongs to a fuzzy @t example (see figure. 4.8), if the
current value of the "input" variable is 2, the g of membership of the "weak input”
membership function is equal to 0.4 which is theuleof fuzzification.

We can also say that the “weak entry” proposit®true at 0.4. We then speak of the degree
of truth of the propositionDegree of belonging and degree of truth are thesesimilar
notions
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i

Faible
14 ___

0,4_| <

2 Entrée
Figure. 4.8 Fuzzification [35].

4.4.3. Fuzzy logic operators

These operators make it possible to write Idgioanbinations between fuzzy notions that
are to make calculations on degrees of truth. Ak alassical logic, we can define AND, OR,
negation operators. Example: Interesting ApartrmeReasonable Rent AND Sufficient Area.

Choice of Operators: There are many variations in these operators. Mewedhe most
common are the so-called "Zadeh" ones describealvbelheir use will be covered in the
didactic example of using a fuzzy rule base. In wldlows, the degree of truth of a
proposition A will be denoted(A).

Operators between fuzzy sets
The table presents the different ZADEH operaf8Es.

ZADEH operator Logic
operator
ArB
A B
b Hg

Intersection Wam = MM (1, g} | AND ; ;
M

Union o o= MAX (1, Lg) | OR

Megation HE=1-1, NO
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Intersection: The logical operator corresponding to the intaisacof sets iSAND. The
degree of truth of the proposition "A AND B" is th@nimum of the degrees of truth Afand
B: (A AND B) = MIN((A),1(B))

Example: “Low Temperature” is true at 0.7 “Low Feee” is true at 0.5
“Low Temperature AND Low Pressure” is thereforeetrat 0.5 = MIN(0.7; 0.5) Note: the
AND operator of classical logic is well respectBdAND 1 does give O.

Union: The logical operator corresponding to the unioseds is théR. The degree of truth
of the proposition "A OR B" is the maximum of thegilees of truth of A and B:
H(A ORB) = MAX(H(A).u(B))

Example: “Low Temperature” is true at 0.7 “Low Pyee” is true at 0.5 “Low Temperature
OR Low Pressure” is therefore true at 0.7.
Note: the OR operator of classical logic is wefipected: 0 OR 1 gives 1.

Complement: The logical operator corresponding to the complanoé a set is the negation.
U(NOT A) = 1 -pu(A)

Example: "Low Temperature” is true at 0.7 "NO Loeniperature”, which will generally be
used in the form "NOT Low Temperature", is thereftue at 0.3.

Note: the negation operator of classical logic &lwespected: NOT(0) gives 1 and NOT(1)
gives 0.

Fuzzy ladder: The ladder language, amontact languageis widely used by automation
engineerdo write logical combinationdt makes it possible to represent them graphically
Schneider introduced the use of ladder representati describe fuzzy logic combinations.
Here is an example, dealing with air comfort ambidrmt, humid air is uncomfortable
(excessive sweating); likewise breathing becom#gult in cold and too dry airThe most
thermally comfortable situations are those in whiwoh air ishot and dry or cold and humid
This physiological finding can be transcribed bg thzzy ladder irFigure 4.9corresponding
to the following combination: Good comfort = (Lowniperature AND High humidity) OR
(High temperature AND Low humidity) It representpassible definition of the feeling of
comfort felt by a person in a thermal environmeamtvihich the air is still.

[ 1

Température Humidité Confort
basse forte bon

Tempeérature Humidité
Température Humidité élevée faible

Basse Elevée Faible Forte [ I [
( H

| | | |
10 20 30 °C 50 100 %

Figure.4.9: Fuzzy ladder [35].
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Fuzzy classification: Classification generally inaldes two steps:
* Preparatory: determination of the classes to bsidered,
* Online: assignment of elements to classes.

The notion of class and set are identical on tle®ritical level. There are three types of
assignment methods, depending on the result prdduce

* Boolean: the elements belong or not to the classes,

» Probabilistic: the elements have a probability efobhging to Boolean classes, such as
The probability that a patient has measles giversffimptoms he presents (diagnosis),

» Gradual: the elements have a degree of belongingedcsets; for example, a salad
belongs more or less to the class of “fresh salads”

Classification methods, whether they produce awghdoolean or probabilistic, can
be developed from:

* An experience (case of the "fuzzy ladder" mentioaledve),

* Examples used for learning (for example in the cdseural network classifiers)

* A mathematical or physical knowledge of the problgon example the comfort of a
thermal situation can be evaluated from heat bala@gciations).

Gradual (or fuzzy) classification methods makeadssble, in particular, to develop control
loops. This is the case in the example of the itrdidaking of biscuits set out below.

4.4.4. Fuzzy rules

Fuzzy logic and artificial intelligence: Fuzzy logaims to formalize and implement the way
of reasoning of a human being. In this;an be classified in the field of artificial &lligence
The most used tool in fuzzy logic applicationstis fuzzy rule baseA fuzzy rule base is
composed of rules that are usually used in parddiglcan also chained in some applications.
A rule is of the type: IF “predicate” THEN “conclos”. For example: “If high temperature
and high pressure THEN strong ventilation and valvde open”.Fuzzy rule basedike
traditional expert systemsyork by relying on a knowledge base derived frommban
expertise. There are, however, great differencethencharacteristics and treatment of this
knowledge. A fuzzy rule has three functional stegsimarized iri-igure 4.10

Entrées Sorties
| I
| I
| I
I I
—— -
Fuz- I 1\ | Défuz-
i —
—| zification ? Inférencas 9 zification |__
—— Pt
I I
I I
| I
Valeurs Domaine Valeurs
numeriques flou numeériques

Figure. 4.10: Fuzzy processing [35]

Predicate: A predicate (also called premise or conditiond isombination of propositions by
operators AND, OR, NOT. The propositions “high targiure” and “high pressure” from the
previous example are combined by the AND operatdorm the predicate of the rule.
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Base de régles floues Base de régles classiques (systéme expert)

Peu de régles Beaucoup de régles
Traitement graduel Traitement booléen
Enchainement possible mais peu utilisé Régles enchainées A OUB = C,
C=D,
DETA=E
Régles traitées en paralléle Régles utilisées une par une, séquentiellement
Interpolation entre régles pouvant se contredire Pas d'interpolation, pas de contradiction

Figure. 4.11: Fuzzy rule base and classical rule base [35].

Inference: The most commonly used inference mechanism issthealled “Mamdani”
mechanism. It represents a simplification of therengeneral mechanism based on “fuzzy
implication” and “generalized modus ponens”. Thesecepts are explained in the appendix.
Only “Mamdani” rule bases are used in what follows.

Conclusion: The conclusion of a fuzzy rule is a combinatiorpadpositions linked by AND
operators. In the previous example, “strong vetitd and “wide open valve” are the
conclusion of the ruleWe do not use "OR" clauses in conclusiobecause they would
introduce uncertainty into the knowledge (the etiperwould not make it possible to
determine which decision to make). This uncertaigtgot taken into account by Mamdani's
inference mechanism, which only manages inaccwsadibe fuzzy “Mamdani” rules are
therefore a priori not suitable for “medical diags3 type diagnosis for which the
conclusions are uncertain. The theory of possisljtinvented by Lotfi Zadeh, provides an
adequate methodology in these cases. Similarlyatieegis a priori prohibited in conclusions
for Mamdani rules. Indeed, if a rule had for exaenphe conclusion “Then not average
ventilation”, it would be impossible to say if thirmeans “weak ventilation” or “strong
ventilation”. This would still be a case of uncants.

Mamdani inference mechanism
= Principle: A fuzzy Mamdani rule base therefore umgs linguistic rules using
membership functions to describe the concepts (sssfigure.4.12)

The inference mechanism includes the following step

= Fuzzification: Fuzzification consists in evaluatittge membership functions used in
the predicates of the rules, as illustratedityre 4.13
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Si w pression forte » ET a temp. élevée » ALORS  « ouverture vanne grande »

B B n

L A

Forte Elevée Grande

Pression Température Ouverture vanne

Si ¢ pression moyenne » ET  «temp. élevée » ALORS  « ouverture vanne moyenne »

1 u W

1 A

Moyenne Elevée Moyenne

Pression Température Ouverture vanne

Fig. 4.12: Implication[35].

Si « pression forte » ET « temp. élevée » ALORS « ouverture vanne grande »

i W W
05 Forte Aée Grande
2 5 bars 17°C
Pression Température Ouverture vanne

Fig. 4.13: Fuzzification[35].

Degree of activation:The degree of activation of a rule is the evabratf the predicate of
each rule by logical combination of the proposisiasf the predicate, as illustrated in figure
4.14. The "AND" is achieved by carrying out the miom between the degrees of truth of

the propositions.
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Si « pression forte » ET « temp. élevée » ALORS « ouverture vanne grande »

W W mn
L
/ /_ Min Grande
054-—-- } =0,3
C'13' ---- F
2.5 bars 17°C
Pression Température Quverture vanne

Fig. 4.14: Activation[35].

Implication: The degree of activation of the rule determirtess donclusion of the rule, it is
the implication. There are several implication @pers (see appendix), but the most used is
the “minimum”. The conclusion fuzzy set is constaatby achieving the minimum between
the degree of activation and the membership functokind of “clipping” of the conclusion
membership function (see figure. 4.15).

Si « pression forte » ET « temp. élevée » ALORS « ouverture vanne grande »

N m m

Grande

os)-—f A A
03 ----+ $=03 7 \

2.5 bars 17°C
Pression Température QOuverture vanne

Fig. 4.15: Implication[35].

Aggregation: The output global fuzzy set is constructed byraggtion of the fuzzy sets
obtained by each of the rules concerning this duffee following example presents the case
where two rules act on an output. We considerttieatules are linked by a logical “OR”, and
we therefore calculate the maximum between theltregumembership functions for each
rule (see figure. 4.16).
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Si « pression forte » ET « temp. élevée » ALORS « ouverture vanne grande »
u H s
Forte Eleves Grande

2.5 bars 17°C
Pression Temperature Ouverture vanne

Si « pression moyenne » ET  « temp. élevée» ALORS « ouverture vanne moyenne »
[ H i

Moyenne Elevee Moyenne

2.5 bars 17°C

Pression Température Ouverture vanne
Tl
Agregation
MAXIMUM

Y N

Ouverture vanne

Fig. 4.16: Rule aggregatiof85].

Defuzzification: At the end of the inference, the output fuzzyisedetermined but it is not

directly usable to give precise information to thgerator or to control an actuator. It is
necessary to move from the "fuzzy world" to thealrevorld”, this is defuzzification. There

are several methods; the most often encounteranglibie calculation of the “center of
gravity” of the fuzzy set (see fig. 4.17).

“Free” and “table” rules: Fuzzy rule bases, in their general case, areftiveréefined by
membership functions on system variables, and srihat can be written textually. Each
rule uses inputs and outputs that may be diffesnshown in the following example:

R1: IF "high temperature” THEN "high output”

R2: IF "medium temperature” AND "low pressure” THEBverage output”

R3: IF “average temperature” AND “pressure high”HM “low output”

R4: IF “low temperature” AND “high pressure” THEN€ry low output”
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() Jxqu(x)dx

|p_[x]dx

- k
H—\ h

35,6° Quverture vanne

Figure. 4.17: Defuzzification by center of gravity.
Exemple :

Jir(x)

11+

0.5 ..
0.33 \

0 10 20 30 40 50 60 70
Figure. 4.18— Aggregation of output rules by cut.

The center of gravity does not need to be calcdlagy precisely. We can approximate, by
calculating every 10, for example. For the folloexample:

~ (0+10+20+30)(0.5)+ (40 + 50 + 60)(0.33)

€= 05+05+05+05+033+033+033 %7

4.1)
The fan must therefore be at 26.67% of its maxinspeed.

Schematically, we can represent the “action zooéshe rules and their overlap in the table
of figure 4.19.

Pression

Elevée

Basse

Basse Moyenne Elevee Temp.

Fig. 4.19: implication représentée en tabldaa].
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We observe that:

Not all the space is necessarily covered; the “temperature and low pressure”
combination is not taken into account here; thelangtion is for example that this
combination is not physically possible for this mize, or that it does not interest us;
it is better to check it because it may be an agbts

The first rule only takes into account the tempeet this situation is completely
normal insofar as it correctly reflects the exigtiexpertise. However, many
applications define "arrays" of rules. With thisnmnd, the space is “squared”, and
each “box” corresponds to a rule. This approach ties advantage of being
systematic, but:

It does not always make it possible to simply tlaes(in a minimum of rules) the
existing expertise,

It is only applicable for two or even three inputtereas "free” rule bases can be built
with a large number of variables.

Remarks

A fuzzy rule base has a nonlinear static behavitr vespect to its inputs.

Fuzzy rule bases are not dynamic in themselvdsowdh they are often use variables
reflecting the dynamics of the system (derivativetggrals, etc.) or time as inputs.
The "fuzzy PID" controller, often presented as dadtic example to get an idea of
fuzzy logic, has the main interest of producingoa-tinear PID, which rarely justifies
using it instead of a conventional PID. Moreoverjsi difficult here to integrate
expertise.

4.5. Fuzzy Control

Fuzzy Logic has been successfully applied to aelargmber of control applications. The
most commonly used controller is the PID controhehnich requires a mathematical model of
the system. A fuzzy logic controller provides atealative to the PID controller. The control
action in fuzzy logic controllers can be expresseith simple “if-then” rules. Fuzzy
controllers are more sufficient than classical oafgrs because they can cover a much wider
range of operating conditions than classical cdiet® and can operate with noise and
disturbances of a different nature.
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4.5.1. Example 1: Fuzzy command of an automatic wateringystem

M inputs :
M temperature, air
B ambient humidity

B outputs watering duration
B universe: temperature§{); humidity levels (2); durations (U3)

M classes (simplified):
W U1 (t°): cold, hot (2 classes to simplify)
B U2 (degree of humidity): dry, wet
B U3 (watering duration): short, long

Jr,
_1 |froide chaude
-10 18 40 rtempérature (°C)
jh; 1 sec mouillé
0 106 degré d hygrométrie (%)
fD Iy
| |_courte longue
0 30 60 " durée (min)

Fig. 4.20: Inputs (temperature and humidity) and outputst¢wag duration).

B Rules:
B R1 : If the temperature is warm AND the soil is diEN the watering
duration is long
B R2 : If the temperature is cold AND the soil is WBHEN watering
duration is short
B R3 : If the temperature is hot AND the soil is W4EN the watering
duration is short
B R4 : If the temperature is cold AND the soil is didEN the watering
duration is long
M inputs:

B measurement df : tp = 23C
B measurement of humidity in the aing= 42 %
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B Fuzzification of inputs
B measurements of inputs assumed to be exact thesifigieton

B Graphical construction of the fuzzy control output

1) For each rule, defirfg(to) etfy(ho)

2) Report the minimum of the 2 values on the $EBf the output (intersection
operator: min function)

3) construct the elementary fuzzy cde of the rRle(fuzzy implication and
inference mechanism)

4) take the maximum of elementary solutions (agafieg of rules by use of the
union operator)

5) defuzzify the SEF obtained: obtainipgby equality of the integrals

J1 Ju CEapez> i Etape 3
]T chaude : 1 sec ? /S f; \ longue
R, Etape 1 >\‘ : : ,
' 2 T 0 0 30 60
fro fu I -
_1 [froide i . mouille i courte
R, \
............................ —— —
23 0 42 0 30 60
Ju 5
R chaude IA _ mouillé "EI courte
R
0 60
Jr S 1,
_1 froide : sec : 5y longue
Ry

Fig. 4.21: Rules and aggregation of output rules.
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4.5.2. Example 2: Fuzzy speed control of a separately exed DC motor [23]

The objective of this case study is to perform spheed control of a separately excited DC
motor (figure 1) using fuzzy logic controller (FLCl)he controller will be designed based on
the expert knowledge of the system. For the prapposemotor case, we recommenduzzy
rules for fuzzy logic controller.

Figure 4.22 Separately excited DC motor.

The structure of the fuzzy logic controller wittosed loop (synopsis of all system with fuzzy
controller):

du/at

Derivative

- 05
I\ T
0.00252+0.0505+0.625

Gain

Fuzzy Logic
Controller

Transfer function

Speed

Figure 4.23. Fuzzy controller of separately excb&t motor.

We define the required fuzzy controller inputs andputs. Then complete the diagram
belowFigure 4.24

"\

el Spwtmer comnd 3 e, 1 o, ¥ .

VARIATION (2}

Figure 4.24. Matlab fuzzy interface of separatedgited DC motor controller.
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Input 1: Error

vaLjevée v D EVEE VAL TE AL £ _ASSE VAL _ASSE

input ariable ERROA

Input 2 : Variation of Error

Membership functien plots

ELEVEE [EGATIVE ERROMA_LEWEE_OSTIVE

=

|
mput vanable "VARIATION"

Figure 4.25Intputs variable control.

Output : CONTROL

Wembrshin lunction plots.

DIMIHUER EAUCOUR DESUNER_EL TENN AUGMENTER_EU AUGMENTER EAUCDUR

L 1 1

ouiput variable "CONTROL®

Figure 4.26 Output variable control

7 “If-then” rules necessary for separately excitedlc motor speed control:

= |If (ERROR is VAL_BASSE) then (CONTROL is AUGMENTEBEAUCOUP)

= |If (ERROR is VAL_Elevée) then (CONTROL is DIMINUEBEAUCOUP)

= If (ERROR is VAL_CTE) and (VARIATION is E_ELEVEE_NBATIVE) then
(CONTROL is DIMUNIER_PEU)

= |If (ERROR is VAL_CTE) and (VARIATION is ERROR_ELEME POSITIVE) then
(CONTROL is AUGMENTER_PEU)
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= If (ERROR is VAL_CTE) and (CAMBIO is ERROR_ELEVEEOSITIVE) then
(CONTROL is AUGMENTER_PEU)

= |f (ERROR is VAL_MED_BASSE) then (CONTROL is AUGMENER_PEU)

= |If (ERROR is VAL_CTE) then (CONTROL is TENIR)

STEP RESPOMESES WITH PID AND FLC
1.5 T T T T

i
o oS 1 1.5 2 15 3 s 4 a5 5
Thitsa|sec)

Figure 4.27 Step responses of system using PID and fuzzy kaitroller. [23]

Figure 4.27. shows that the response of the sysi@sngreatly improved on application of
fuzzy logic controller (FLC). The overshoot of tkgstem using FLC has been reduced,

settling time, peak time of the system also shqugseciable reduction.
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Chapter 5: Neural networks and applications in electrical engineering

5.1. Introduction

‘Imitate the human brain’

The inspiration behind the technique of «formal neural networks», commonly referred to as a

«neural network» comes from the fact that the human brain is a learning system that is not

based on the principles of formal logic but on a structure, the human brain, containing
approximately 100 billion neurons linked together by 10,000 synaptic contacts, i.e.
approximately one million billion synapses. Formal neural networks are an attempt to mimic
the learning mechanism that occurs in the brain.

Neurons are considered the physical support of intelligence. They fascinate because
understanding and knowing how to use intelligence makes it possible to achieve unimaginable
goals. For several years, we have been trying to copy neural networks to create intelligent
control laws.

5.2.1. Historical elements

- 1890: W. James, famous American psychologist introduces the concept of memory
associative, and proposes what will become an operating law for learning on neural networks,
later known as Hebb's law.

- 1943: J. Mc Culloch and W. Pitts leave their names to a model of the biological neuron (a
neuron with binary behavior). They are the first to show that simple formal neural networks
can perform logical, arithmetic and complex symbols (at least at the theoretical level).
As early as 1943, Mac Culloch and Pitt proposed formal neurons mimicking biological
neurons and capable of memorizing simple Boolean functions. The artificial neural networks
made from these types of neurons are thus inspired by the nervous system. They are designed
to reproduce certain characteristics of biological memories by the fact that they are:

e massively parallel,

e able to learn;

e able to memorize information in connections

e able to process incomplete information.

- 1949: D. Hebb, American physiologist explains conditioning in animals by the properties of
the neurons themselves. Thus, a Pavlovian-like conditioning such that, feeding a dog at the
same time every day causes the animal to secrete saliva at this precise time even in the
absence of food. The law of modification of properties connections between neurons that he
proposes partly explains this type of result experimental.

5.2.2. The first successes

- 1957: F. Rosenblatt develops the Perceptron model. He built the first neurocomputer based
on this model and applied it to the field of pattern recognition.
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It should be noted that at that time the means at his disposal were limited and it was a
technological feat to succeed in making this machine work correctly for more than a few
minutes.

- 1960: B. Widrow, an automation engineer, develops the Adaline model (Adaptive Linear
Element). In its structure, the model resembles the Perceptron, however the law learning is
different. This is the origin of the backpropagation algorithm of gradient widely used today
with multilayer Perceptrons. Adaline-type networks are still used today for certain specific
applications. B. Widrow created at this time one of the first firms offering neuro-computers
and neuro-components, the “Memistor Corporation”. He is now the president of the
International Neural Network Society (INNS) to which we will return in the chapter Practical
information.

- 1969: M. Minsky and S. Papert publish a book that highlights the limitations perceptron
theory. Limitations then known, in particular concerning the impossibility of treat by this
model of the nonlinear problems. They implicitly extend these limitations to all models of
artificial neural networks. Their objective has been achieved, there is financial abandonment
of research in the field (especially in the U.S.A.), researchers are turning mainly to Al and
rule-based systems.

5.3. Apps
- statistics: data analysis / forecasting / classification

- robotics: control and guidance of robots or autonomous vehicles

- imagery / pattern recognition

- signal processing

- learning simulation

5.4. View of several biological neurons

Biological neurons

Figure 5.1. Biological neurons.
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5.5. Real neuron

Real neurons have three main regions: the cell body, the dendrites relatively short, treelike
extensions of the cell body - and the axon, a long, fibrous extension. A neuron uses dendrites
to gather input data from other neurons. This input data is combined to produce a response
sent to other neurons or other cells. Axons carry impulses from the cell body to other cells
(the length of an axon is highly variable; it can reach 1 m in humans and nearly 10 m in
giraffes).

Dendrites

/' Corps de Synapse

la cellule

Figure 5.2. Schematic of a real neuron.

5.6. Formal neuron
The input data (x;) is collected from the upper flow neurons in the data set, and is combined in

a combinatorial function such as the sum. This combinatorial function is the input of an
activation function which produces a response sent as input to other neurons.

:\'3 g — )

S At \

Figure 5.3. Schematic of a formal neuron.

= Principles

e no notion of time,
o synaptic coefficient: real coefficient,
e summation of the signals arriving at the neuron,

e output obtained after application of a transfer function,
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Figure 5.4. Example Neural network structure.

= Modeling
The neuron receives the inputs xi, ..., Xi, ..., Xa. The activation potential of the neuron p is

defined as the weighted sum (the weights are the synaptic coefficients w;) of the inputs. The
output o is then calculated according to the threshold 6.

Soit: p=x.w=xlLwl+ ... +xiwi+...+xnwn

wl

. Alors: o=1sip>0
Wi 0=0sip<0
Wil

Figure 5.5. Example Neural network output modeling.
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* From biological neuron to formal neuron

rone biologique

dendrite arborisation
novau (cellule de

r terminal e
/unrps cellulaire
Schwann)

gaine de myéline
axone  (cellule de Schwarnn)

¥

un neurone formel :

Figure 5.6. From biological neuron to formal neuron.

= Architecture of a formal neuron
The formal neuron: example with 3 inputs;

A neuron is a cell that 'focuses', processes them and translates them into a response.
poids synaptiques fonction d’activation

/()
|
T~

plusieurs entrées

fonction d’agrégation

Figure 5.7. Architecture of a formal neuron.
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5.7. Advantage of Neural Networks
= Robust to noisy data.

= Allow to model wide varieties of behaviors.
5.8. Disadvantages

= The results are quite opaque, unlike the decision tree method.
= The implementation, which requires an apprenticeship, can be long.

5.9. Architecture and operating principles

Couche d'entrée Couche cachée  Couche de sortie
—p Neeud 1 WOA
18 Noeud A
Neeud 2 W —y
w2
Neeud B
—> N(BUd 3 —3
W

08

Figure 5.8. Example of a small neural network.

= A formal neural network is arranged in layers of formal neurons.
= Neurons are called “nodes”.

= Most networks consist of 3 successive layers: an input layer, a hidden layer and an

output layer. However, there can be 0 or N hidden layers.

= From one layer to another, all the nodes of the first layer (“in” nodes) are connected to

all the nodes of the second (“out” nodes).
= Each link has a weight: a value between 0 and 1.

= Each node in the hidden and output layers also has a weight: a value between 0 and 1.
= The number of input layer nodes depends on the number of variables taken into
account and their type. Simplifying, we can say that we have one node per variable in

entrance.

= The number of hidden layers and the number of nodes for each hidden layer is user

configurable.

= |n general, the output layer contains only one node. However, it can contain more.

Simplifying, we can say that this node corresponds to the output variable.
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5.10. Input data type
The value of the input and output data must be between 0 and 1.
» Processing of numeric variables
A “min-max” standardization is applied to the numerical data:
x’= (x-avg(X) ) / ( max(X)-min(X) )
If we apply the results to a population in which the min and max have changed, erroneous
results may be obtained.

= Treatment of categorical variables
If they are ordered, each category can be assigned a value between 0 and 1. If they are not

ordered, the previous method risks leading to erroneous results due to the creation of unreal

neighborhoods. Each category can then be treated as a Boolean variable.

5.11. Exploitation of results
The results are between 0 and 1.

Classification: Classes can be created, the number of classes chosen defining the amplitude.
Example: 4 classes of amplitude 1/4 = 0.25.

Forecast of a variable X: For forecasting, the result will be “denormalized”:
X' = x* (max(X)-min(X)) + min(X)

Example:
Price forecast of a stock whose min is 20, max 30 and network exit 0.69:
Forecast = 0.69 * (30-20) + 20 = 26.9

5.12. Hidden Layer Parameterization
One can choose the number of nodes of the hidden layer and the number of hidden layer. The

more the number of nodes increases, the more the network is able to identify complex
phenomena. However, too many nodes lead to overfitting in the training sample which is

ultimately harmful to the test samples.

5.13. Values of nodes and links
= During initialization, a weight is given randomly to each link and to each hidden and

output layers node. The adjustment of these weights represents the key to the
mechanism of learning by the neural network.
= For an individual, the nodes of the input layer take the normalized value of the model

input variables.
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= For an individual, the nodes of the hidden and output layers take a value which is a
combination (most often a sum) of the linear combinations of the “in” nodes and the
corresponding weights.

For a given node j, we therefore have: NET j = Sum for i from 0 to N (Wi;* Xi)
With

NET: value of the node in the network.

i: ranging from 0 to N, N being the number of “in” nodes.

Wi j: weight of the link between node "i*" which is "in" and node "j" which is "out".
Xi: value of node "i", with Xo= 1.

5.14. The sigmoid function
In a real neuron, signals are sent between neurons when the combination of input data exceeds

a certain threshold: the activation threshold. The behavior is not linear because the response
does not depend linearly on the stimulation increment. The function that models this behavior
is called: activation function. It is a nonlinear function. The most common activation function

is the sigmoid function:

y=1/(1+exp(-x)) (5.1)
Either :
SIG (NET(n)) =1/ (1 + exp(-NET(n))) (5.2)

With :
exp : exponential function: exp(1) = 2,7.
NET(n) : NET of the node « n ».
SIG (NET(n)) : sigmoid of NET of node « n »

1.0 — 5] I
|
|
|

05

0.0 “

. i3 v g ]
-5 0 5

Figure 5.9. Graph of the sigmoid function.
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The sigmoid function is such that when the input data is close to the center of the interval, f(x)
is linear. When the input data moves away from the center, f(x) is curvilinear. When the data
is very far from the center, f(x) becomes almost constant. So increments of the NET of a node
produce variable increments of SIG(NET): near the center, an increment of the NET produces
a linear increment of the SIG. The further away from the center, the less effect the NET
increment has on the SIG. Far from the center an increment of the NET does not produce an
increment of the SIG.

The sigmoid function is also called: crushing function: it crushes the extremes. We will apply

the sigmoid function to the NET value of each node.

5.15. SEC
Neural networks are a supervised method: a target variable is chosen. Each individual with its

input variables passes through the network and provides a result in the output node. This
output value is compared to that of the target variable.
Forecast error = actual data value - output value (5.3)
This error is analogous to that of regression models. In general, neural network models
calculate a sum of squared errors (SEC):
SEC = Sum for all records (actual data — output data) ? (5.4)

The problem therefore consists in minimizing the value of SEC according to the set of weight

values of nodes and links.

5.16. Backpropagation

Due to the nonlinear nature of the sigmoid function, there is no analytical solution for
minimizing the SEC. Backpropagation implements complex mathematical and algorithmic
calculations that we do not present here.

We only present the main concepts and parameters that come into play.

= SEC gradient decay method to adjust weights

To minimize the SEC, we use the "gradient decay method" which gives the direction in which

to adjust the weighting to decrease the DRY.
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SEC K

Wig Wi Wip W1

Figure 5.10. Curve of the evolution of the SEC according to weight.

The curve above shows a parabolic evolution of the SEC according to a single weighting. It is
a simplification which allows showing that the derivative of the curve gives the slope and tells

us which way to adjust the weight.

= Backpropagation
Backpropagation consists of adjusting the weights of nodes and links going back from the

output layer node to the input layer nodes.

In general, networks update after each calculation of the output value of a registration. This
adjustment will depend on:
- The forecast error;

- The learning rate: value between 0 and 1.

= The learning rate (eta)
The learning rate is a parameter that favors the evolution of the SEC towards the minimum.

When the learning rate is low, the adjustments are small.

When the learning rate is strong, the adjustments are strong. But too high a learning rate
exceeds the optimum SEC. The learning rate may change during learning. In the beginning, it
is high to quickly approach the solution. As the network begins to converge, the rate is

gradually reduced so as not to exceed the optimum SEC.

= The moment term (alpha)
The moment term is an additional parameter that favors the evolution of the SEC towards the

minimum. Intuitively, we can understand its operation as follows: the curve of evolution of

the SEC according to the weights is not a simple parabola. It contains several minima or
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“steps”. The term of moment makes it possible to avoid that the search for the best minimum

stops at an intermediate level or that it is before or after the best level.

SEC 4

s
B L

| A i G

Figure 5.11. The evolution curve of the SEC according to weight.

We can interpret this curve by saying that the moment term favors the fact of not stopping at

landing A, not going to landing C, stopping at landing B.

5.17. Stopping criteria
The algorithm can process all records of the training data set an indefinite number of times.

Therefore, a stopping criterion must be determined.

= Time: to be avoided
Neural network modeling can take several hours! Time can therefore be a stopping criterion if

you are in a hurry, but it risks leading to an inefficient model.

= Minimize the SEC in the learning set: avoid!
The SEC can be a stopping criterion but it risks leading to over-learning by memorizing

idiosyncratic characteristics (specific to individuals regardless of their group).

= Minimize SEC in the validation set
At the same time as we minimize the SEC in the training set, we verify that we also minimize

it in the validation set. When it increases in the validation set, we are starting to enter the

overlearning phase. This is a good stopping criterion.

+ Reminder of the problem of overfitting: The model must achieve the minimum error
rate for the validation set.
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Figure 5.12. SEC function in validation and training set.

5.18. Model with multiple target variables

We can have several target variables in a neural network. The output layer will then have as

many nodes as there are target variables. The prediction will be made on the n-tulet of value

of the target variables.

5.19. Interpretation of results: sensitivity analysis

A disadvantage of neural networks is their opacity. It provides a prediction function but this

function is not translatable, as in decision trees, into a set of intuitively understandable rules.

However, one can measure the relative influence of each variable on the output result.

Sensitivity analysis performs this measurement.

5.20. Definitions
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Determine a neural network = Find the coefficients synaptics.

We speak of a learning phase: the characteristics of the network are modified until the
desired behavior is obtained.

Learning base: representative examples of the behavior or of the function to model.
These examples are in the form of known (input; output) pairs.

Test base: for any input (noisy or incomplete), calculate the output. The performance
of the network can then be evaluated.

Supervised learning: the synaptic coefficients are evaluated by minimizing the error
(between desired output and obtained output) on a learning basis.

Unsupervised learning: there is no basic of learning. Synaptic coefficients are
determined by relation to conformity criteria: general specifications.



e over-fitting: the error is minimized on the learning base at each iteration but the error
is increased on the test basis. THE model loses its ability to generalize: this is learning
by heart. = Explanation: too many explanatory variables in the model; we no longer
explains the global behavior but the residuals.

5.21. Learning

Learning is probably the most interesting property of networks neural. However, it does not
concern all models, but the most used.

Definition:

Learning is a phase in the development of a neural network during which the behavior of the
network is modified until the desired behavior is obtained. Neural learning uses examples of
behavior.

In the case of artificial neural networks, the learning algorithm is often added to the
description of the model. The model without learning is indeed of little interest. In the
majority of current algorithms, the variables modified during learning are the weights of the
connections. Learning is the modification of network weights in order to tune the network's
response to examples and experience. It is often impossible to decide a priori on the values of
the weights of the connections of a network for a given application. At the end of learning, the
weights are fixed: this is then the phase of use. Some network models are incorrectly called
permanent learning. In this case it is true that the learning never stops, however one can
always distinguish a phase of learning (in fact updating behavior) and a phase of use. This
technique allows the network to maintain an appropriate behavior despite fluctuations in the

input data.

At the level of learning algorithms, two major classes have been defined depending on
whether the learning is said to be supervised or unsupervised. This distinction is based on the
form of the training examples. In the case of supervised learning, the examples are pairs
(Input, Associated Output) whereas we only have values (Input) for unsupervised learning.
Note however that unsupervised learning models require, before the use phase, a labeling step

carried out by the operator, which is nothing more than a part of supervision.

5.21.1. Hebb's law, an example of unsupervised learning

Hebb's law (1949) applies to connections between neurons, as shown in Figure 5.13.
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Figure 5.13. i the upstream neuron, j the downstream neuron and w;; the weight of the connection.

It is expressed as follows: "If 2 cells are activated at the same time then the strength of the
connection increases”. The change in weight depends on the coactivation of the presynaptic
and postsynaptic neurons, as shown in Table 1. x; and x; are the activation values of neurons i
and j respectively, owij (partial derivative of the weight) corresponds to the change in realized
weight.

Table 1. Hebb's law.

X; Xj  OWjj
0 0 0
0 ] 0
] 0 0
] ] +

Hebb's law can be modeled by the following equations w(t+1) is the new weight, wi(t) the old
one):
w (t+1) = wij (1) + owj (t) (5.5)
Where:
owij ()= xi . xj (coactivity is modeled as the product of the two activation values)

The learning algorithm iteratively (little by little) modifies the weights to adapt the response
obtained to the desired response. It is in fact a question of modifying the weights when there
is an error only.
(1) Initialization of the weights and the threshold S to randomly chosen (small) values.
(2) Presentation of an input E = (e, ... en) of the learning base.
(3) Calculation of the output obtained x for this input:
(4)a=7>3 (W. &) - S (the threshold value is introduced here in the calculation of the
weighted sum) x = sign (a) (if a > 0 then x = +1 else a <0 then x = -1)
(5) If the output x is different from the desired output d1 for this example of input E1 then
modification of the weights (i is a positive constant, which specifies the step of

modification of the weights): Wij(t+1) = wij (t) + . (Xi. X))

84



(6) As long as all the examples of the learning base are not processed correctly (i.e.

modification of the weights), return to step 2.

Example application of Hebb's learning algorithm

Let us choose a binary behavior for the neurons. The inputs el and e2 are considered as
neurons (Fig. 5.14).

el wl

\ |
o

e2 =

Figure 5.14. Network of 3 neurons (the 2 inputs are considered as two neurons) for the resolution of
the problem expressed in table 2.

We are going to learn about a very simple problem. The learning base is described by table 2:

Table 2.
e] € X
1 | 1 (1)
1 -1 | (2)
-1 1 -1 (3)
-1 -1 -1 (4)

1.1. Initial conditions: p = +1, the weights and the threshold are zero.

1.2. Let's calculate the value of x for example (1):

13.a=wi.el +w»e2-5S=00.1+00.1-00=0a<0=>x=-1

1.4. The output is false, it is therefore necessary to modify the weights by applying:
wi=w;+e.x=00+11=1

Wo=wWo+e2Xx=00+11=1

2. We move on to the following example (2):
21.a=11+1-1-00=0a<0=>x=-1
2.2. The output is false, it is therefore necessary to modify the weights by applying:
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wi=1+11=2
w=1+1-1=0

3. The following example (3) is correctly processed: a = -2 and x = -1 (the output is good).
We pass directly, without modification of the weights, to example (4). This too is handled
correctly. We then return to the beginning of the learning base: example (1). It is correctly
treated, as well as the second (2). The learning algorithm is then complete: the entire learning
base has been reviewed without modifying the weights.

5.21.2. The Perceptron learning rule, an example of supervised learning

Hebb's rule does not apply in certain cases, although a solution exists (see exercise in the
previous paragraph). Another learning algorithm has therefore been proposed, which takes
into account the error observed at the output.

The Perceptron learning algorithm is similar to that used for Hebb's law. The differences are
in the modification of the weights.

(1) Initialization of the weights and the threshold S to randomly chosen (small) values.
(2) Presentation of an input E1 = (ey, ... en) of the learning base.
(3) Calculation of the output obtained x for this input:
a=> (wi.e)-S
x =sign (a) (ifa>0then x = +1 else a <0 then x = -1)

(4) If the output x of the Perceptron is different from the desired output d1 for this
example of input E1 then modification of the weights (u the step of modification):

wi (t+1) = w; (t) + p.((d1 - x).ei) (5.6)
Reminder: d1 =+1ifE isclass 1, d1 =-1if E is class 2 and (d1 - x) is an estimate of the error.

(5) As long as all the examples of the learning base are not processed correctly (i.e.
modification of the weights), return to step 2.

(6)
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Example of operation of the Perceptron learning algorithm

1.1. Initial conditions: wi =-0.2, w» =+0.1, S =0.2, (u = +0.1)

1.2.a(1)=-02+0.1-0.2=-0.3

1.3. x(1) = -1 (desired output d(1) = +1, hence modification of weights)

1.4 w1 =-02+01.(1+1).(+1)=0
w,=+0.1+0.1.(1+1).(+1)=+0.3

2.1.a(2)=+0.3-0.2=+0.1

2.2.X(2) = +1 False

23. w1 =0+0.1.(-1-1).(-1) =+0.2
w,=+0.3+0.1.(-1-1).(+1)=+0.1

2-3/ a(3) =-0.2-0.1-0.2 = -0.5 Ok
2-3/ a(4) = +0.2- 0.1- 0.2 =-0.1 Ok
2-3/ a(1) = +0.2 + 0.1 - 0.2 = +0.1 Ok
2-3/a(2) =-0.2+0.1-0.2=-0.1 0k

5/All the examples in the database have been correctly processed, learning is complete.
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5.22. Different neural architectures [https://www.coursera.org/articles/neural-network-
architecture]

The architecture of a neural network is the organization of neurons among themselves within
the same network. In other words, it's about how they are ordered and connected (Figure 5.15).
The majority of neural networks use the same type of neurons. Some rarer architecture is
based on dedicated neurons. The architecture of a neural network depends on the task to learn
(problem to solve). A neural network is generally made up of several layers of neurons, from
inputs to outputs.

multilayer feedforward network  fully recurrent network  competitive network  self-organizing map

partial recurrent network recurrent network
with dual connections with self connections

Jordan network

Figure 5.15. Different neural network architectures design.

Neural network architecture refers to the structure of the neural network or the number and
types of layers. Let's learn more about these four types of neural networks and their
architectures: feedforward neural networks, recurrent neural networks, convolutional neural
networks, and generative adversarial networks.
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Feedforward neural networks: A feedforward is one of the more basic forms of neural
networks, and you can often use the architecture of a feedforward neural network to create more
specialized networks. As the name suggests, feedforward neural networks feed data forward
from input to output with no loops or circles. Although it’s one of the simplest structures for
neural networks, the hidden layers between input and output can still be complex. You can use
this type of neural network for various tasks, such as pattern and image recognition, regression
analysis, and classification.

Input Layer
Hidden Layer
Output Layer

Figure 5.16. In a feedforward network, information always moves one direction; it never goes backwards.

How does a feedforward neural network architecture work? A feedforward neural network has
an input layer, followed by a series of hidden layers, and ends with an output layer. Data flows
into the algorithm through the input and passes through the nodes in the first layer. The first
layer of nodes computes the data based on the node’s weights and passes the calculation to the
next layer of nodes. Each node in each layer connects to each node in the next layer, but the
data can only flow towards the output.

Recurrent neural network : A recurrent neural network is a model used for sequential data or
time series prediction. For example, a recurrent neural network can make stock market
predictions by calculating what is likely to happen in the future based on what happened in the
past. You can also use a recurrent neural network for tasks like translation, where the sequence
of words changes based on the language, such as a noun before or after an adjective.

Figure 5.17. (a) Recurrent Neural Network
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How does recurrent neural network architecture work? In addition to the architecture found in
the feedforward neural network, a recurrent network uses loops to circle the data back through
the hidden layers before returning an output. Sometimes, recurrent neural networks include
specialized hidden layers called context layers, which provide feedback to the neural network
and help it become more accurate.

Convolutional neural networks: Convolutional neural networks are particularly skilled at
recognizing patterns and images, which makes them important for Al technology like computer
vision, among other uses. For example, the US Postal Services uses neural networks to
recognize handwritten zip codes. Convolutional neural networks are different from other
networks because of their architecture and because the CNN nodes have shared weights and
bias values, unlike feedforward or recurrent neural networks. They have shared weight because
each node does the same job in a different input area, such as detecting the edge of an image.

A Typical Convolutional Neural Network (CNN)
Z W\ Output
Convolution Pooling  Convolution Pooling --- R ‘ WO\
zc-C- o
Wl Co- Hl B —@
o :\r—i—l: - = - B —— .
A 4 ~i .y E - ;
Kernel ~. B : ‘
Input Image Featured Pooled Featured Pooled Elatten
maps Featured maps maps Featured maps  layer .
< - e
Feature Maps Fully connected layer
| | | | | e |
Feature Extraction | Classification | | Probabilistic |
distribution

Figure 5.18. Generative adversarial networks.

How does a convolutional neural network architecture work? In addition to input and output
layers, convolutional neural networks contain two main types of hidden layers: convolutional
and pooling. Convolutional layers filter the input, typically an image, to extract various features.
This data then feeds into a pooling layer, simplifying the parameters but keeping important
information. The process repeats many times, sometimes including other layers, such as a
multilayer perceptron or a rectified linear unit for activation.

Generative adversarial networks: A generative adversarial network differs from the models
above because it is actually two separate networks. Working as a team, these two algorithms
generate new content based on training data. One of these neural networks, the generator,
creates a novel image or text based on training data. The second neural network, the
discriminator, judges the generator’s work to determine whether it looks real or fake. These two
models go back and forth until the discriminator can’t tell the difference between the real
training data and the generator's fake work. Generative adversarial networks can create 3D
models from 2D images, generate images, or create training data sets for other neural networks
that are similar but different from existing data sets.

How does a generative adversarial network architecture work? The basic architecture of a
generative adversarial network is two distinct neural networks working in tandem to produce an
output from the input.
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Within this category of neural networks are subtypes that have unique architectures, such as:
Vanilla GAN: This is the basic version of a generative adversarial neural network that needs to
be adapted for many specific real-world applications.

CycleGAN: The cycle-consistent generative adversarial network, or CycleGAN, is useful for
image-to-image translation, moving an image from one domain to another.

DCGAN: Deep convolutional generative adversarial network, or DCGAN, leverages
convolutional neural networks for more powerful image generation.

Text-2-image: A text-2-image generative adversarial neural network can create novel images
from text-based descriptions, such as adding specific eye color to a generated face.

Real Data Samples

Condition

Discriminator Is it correct?

Generated
fake samples

Generator

Fine tune training

Latent random variable

Figure 5.19. Adversarial network.

What are neural networks used for?

Although we have been studying and implementing neural networks since at least the 1940s,
advancements in deep learning have guided us to work with the algorithms in new and
advanced ways. Today, researchers and scientists can use neural networks for real-world
applications in various fields, including the automotive industry, finance, national defense,
insurance, health care, and utilities.

Automotive: Self-driving cars use neural networks to make decisions based on the data they
receive from their surroundings. Neural networks can also optimize vehicle parts and functions
or estimate how many vehicles you need to make to meet demand.

Finance: Neural networks have many uses in the finance industry, from predicting the
performance of the stock market or exchange rates between monetary denominations to
determining credit scores and default risks.

National defense: The Department of Defense uses neural networks to simulate situational
training, such as combat readiness. Other neural network applications in national defense
include the ability to develop unmanned aircraft.

Insurance: Insurance providers can use neural networks to model how often customers file
insurance claims and the size of those claims.

Health care: In a health care setting, doctors, health care administrators, and researchers use
neural networks to make informed decisions about patient care, organizational decisions, and
developing new medications.

Utilities: Utility companies can use neural networks to forecast energy demand. Other uses
include stabilizing electrical voltage or modeling oil recovery from residential areas.
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5.23. Neural network applications
Example 1: Classification of linearly separable data with a perceptron

Problem description: Two clusters of data, belonging to two classes, are defined in a 2 dimensional
input space. Classes are linearly separable. The task is to construct a Perceptron for the classification
of data.

close all, clear all, clc, format compact
% number of samples of each class
N = 20; % define inputs and outputs

offset = 5; % offset for second class

x = [randn (2,N) randn(2,N)+offset]; % inputs

% = [zeros (1, N) ones (1,N)1]1; % outputs
% Plot input samples with PLOTPV (Plot perceptron input/target

figure (5.20)
plotpv(x,Vv)
net = perceptron; Hard Limit
net = train(net,x,Vy):;
view (net);

figure (5.21)
plotpc (net.IW{1l},net.b{1l}); v

Vectors to be Classified

Vectors to be Classified
T T T 10+
10+
N +
N
5 A
#
= ++ a
s o
L]
<
0 o g%go@o
[e]
[e]
B B
4 2 o 2 4 s B = 2z 0 2 N 5 5
P(1) P1)
Figure 5.20. Inputs and target network. Figure 5.21. Classification results based Perceptron.
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Example 2: Artificial neural network based speed control
[https://www.emo.org.tr/ekler/97d404b6119214e_ek.pdf]

B
dSPACE DS1103 sSUM ANN-based
controller board is

rof
» r Tret
8 Flux, speed and current >

o
controilers (DSFOC)
) + Flux estimator

Figure 5.22. Artificial neural network based speed control of induction motor.

T

A multilayer recursive ANN with the structure 9-10-1 (9 input nodes , 10 nodes in hidden
layer, 1 output node) was obtained by trial and error to estimate the instantaneous rotor speed.
In figure 5.23, ANN-based speed estimator structure has been showed. The inputs of ANN are
the sampled values of stator currents, stator voltages and past value of the rotor speed (usd
(K), usd (k-1), usq (k), usq (k-1), isd (k), isd (k-1), isq (K), isq (k-1), wr(k-1)). In proposed
scheme a past values of stator voltages and stator currents are used inputs for good
performance. Stator currents and voltages are in the stationary reference frame. The output of
ANN is rotor speed (wr (K)). When the trained data was applied in checking phase, it gave
correct results for those data as well. The activation function of input and hidden layer is
tansigmoid. The experiment results showed that when tansigmoid activation function was
used instead of logsigmoid activation function the training phase become shorter. The
activation function of output layer is linear activation function. Training of ANN was
performed with data corresponding the unloaded motor. But when a load was applied to the
motor, ANN gave correct results. Activation function, number of hidden layers, number of
neurons in each layer has been selected by trial and error. Backpropagation algorithm was
used in proposed ANN. The input are (voltages, currents) and output is (rotor speed=target) of
training data. For training phase, all inputs and output were normalized between 0-1. Inputs
were applied to the ANN and then error was obtained by difference between ANN's output
and desired output. Backpropagation algorithm minimizes the error to desired value (sum
squared error) by gradient descent method. In this algorithm weights were updated in training
phase. In training phase 2800 data was used for each input and output (9 input + 1
output=10*2800=28000 data). Proposed ANN's sum squared error was selected 0.005. and
after 168000 epochs the ANN achieved this target. Momentum coefficient was selected 0.95
and learning rate's default value was 0.00001 and it was adaptive. The parameters of motor
which was used in experiments are given in
[https://www.emo.org.tr/ekler/97d404b6119214e _ek.pdf].

After training phase various test data was applied to the proposed ANN. To show the system’s
performance, different conditions are applied (the parameter value (stator resistance) was
changed and also the motor was loaded). After these changes, the proposed ANN-based
estimator gave good results as shown in figure 5.26.
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Chapter 6: Genetic algorithms and applications in kctrical engineering

6.1. Introduction

Genetic algorithms, initiated in the 1970s John Holland, ar@ptimization algorithms
based on techniques derived frageneticsand natural evolution mechanismsrossing
mutation selection

It was in 1860 that Charles Darwin publishésl ook titled The Origin of Species by
Means of Natural Selection’or the Struggle for Existence in Nature. In thaok, Darwin
rejects the existence of «fixed natural systemssgady forever adapted to all external
conditions, and presents his theory of the evatutibspecies: under the influence of external
constraints, living beings gradually adapted tarthatural environment through the process
of reproduction.

Darwin proposed a theory that clarifies thelution of specieby putting forward four
laws:

- The law of growth and reproduction.

- The law of heredity that almost implies the laweproduction

- The law of variability, resulting from the conditis of existence.

- The law of multiplication of species which leadstte struggle for existence and

which has consequence of natural selection.

Almost simultaneously, in 1866, Mendel (“thich monk™) published the article retracing
ten years of hybridization experiments in plantsc@mbination of genes) and sent it to
scientific societies around the world. The readtiare mixed, if not non-existent.

The scientific world is not ready to recognilae quality of its results. It was not until 1900
that the publication of three new articles by Hudg Vries, Carl Correns and Erich von
Tschermark revealed results similar to those of dé&rand made these first ones recognized.

It was then from the 30century that the genetic mutation was highlightdthe
information processing problems are solved in fiweys: during its design phase, the system
receives all the characteristics necessary focdmelitions of operations known at the time of
its design, which prevents adaptation to unknowariable or changing environmental
conditions. Computer science researchers are tirersfudying methods to allow systems to
evolve spontaneously according to new conditiohgs ts the emergence of evolutionary
programming (see ).

In the 1960s, John Holland studied evolutigrarstems and, in 1975, he introduced the
first formal model of genetic algorithms (the caimah genetic algorithm AGC) in his book
Adaptation in Natural and Artificial Systems. Heplained how to add intelligence to a
computer program with cross@schanging genetic matenandmutation(source of genetic
diversity). This model will be used as a basis for lateeaesh and will be more particularly
taken up by Goldberg who will publish in 1989, arkmf popularization of genetic
algorithms, and added to the theory of geneticrélyos the following ideas:

- an individual is linked to an environment by his Biode.
- asolution is linked to a problem by its qualitgéx.
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Figure 6.1 Flowchart of an evolutionary algorithm.

6.2.Evolutionary algorithms

Shown above ithe flowchart of an evolutionary algorithiit's abousimulating the evolution
of a population of various individualgenerally drawn randomly at the start) to which w
apply different operatorgrecombinations, mutations, etc.) and whiah submit to selectign
at each generationf selectionoperates from thadaptation functionthenthe population
tends to improvgBack, 1996 and Back, 19978uch an algorithm does not require any
knowledge of the problemt can be represented bylkdack box comprisinginputs (the
variables)and outputgthe objective functions The algorithm just manipulates the inputs,
reads the outputs, manipulates the inputs agaimpoove the outputs, and so on. [Whitley,
1993] This is how breeders have proceeded for nmlke they have succeeded in modifying,
according to their wishes, many animal speciesawitiknowledge of genetics or molecular
biology.

Evolutionary algorithmsonstitute an original approadh:is not a question of finding an
exact analytical solutigrora good numerical approximatiobut offinding solutions that best
satisfy various, often contradictory, criterih they do not make it possible to find with
certainty the optimal solution of the search spateleast we can see that the solutions
provided are generally better than those obtainecthbre traditional methods, for the same
computation time.

They are part of the fieldf artificial life. Artificial life is the study of human-engineered
systems that exhibiiehaviors similar to natural living systenfiscomplements the traditional
approach to biology, etymologically defined by teeidy of living beings, by trying to
synthesize their behavior on an artificial mediliodeling in addition to observation, theory
and experiment, is a new scientific tool that hesrbused since the advent of computers. This
can contribute to theoretical biology by placingita larger context.

The objective is twofold: on the one hanlble modeling of these phenomemakes it
possible to better understand them, and thus lgigtthe mechanismahich are at the origin
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of life; on the other hand, these phenomena can be eglbitely and can therefore be
diverse.

The field of artificial evolutiorhas only really expanded in the last 15 years. él@nthe
idea of simulating evolutionary phenomena on commdates back to the 1950s. Concepts
such as the representation of chromosomes by batiangs were already present.

The rise of artificial evolution since the 1980an be explained by two competing
phenomena. Firstly, this growth is mainly due te #xponential increase in the means of
calculation made available to researchers, whidowal them to display relevant and
promising experimental results. The second pointhes abandonment of the biologically
plausible.

Three types ofevolutionary algorithmshave been developed in isolation and almost
simultaneously, by different scientists: evolutignaprogramming (L. Fogel 1966),
Evolutionary Strategies (J. Rechenberg 1973)@adetic AlgorithmgJ. Holland 1975). ).

In the 1990s, these three fields began to comeobtibeir isolation and were grouped
together under the Anglo-Saxon term of Evolutionr@domputation.

We will only deal here with genetic algorithms bdes Neo-Darwinism, that is to say the
union of the theory of evolution and modern gersetithey rely on different techniques
derived from the latter: crosses, mutation, sedecti

6.3. Genetic algorithms for optimization pbs

A genetic algorithm searches fitre extrema of a functiof@anoptimization bp defined on
a data space. To use it, you must have the folipWire elements:

1) A population element coding principl€his step associates a data structure with efach o
the points in the state space. It is generallyqulaafter a phase of mathematical modeling of
the problem treated. The quality of data codingdations the success of genetic algorithms.
Binary encodingsvere widely used originallyReal codingsare now widely used, especially
in application domains for the optimization of pierins with real variables.

2) A mechanism for generating the initial populatidrnis mechanism must be able to
produce a non-homogeneous population of individuddeh will serve as a basis for future
generations. The choice of the initial populatianimportant because it can make the
convergence towards the global optimum more or tepgl. In the case where nothing is
known about the problem to be solved, it is esaétitat the initial population be distributed
over the entire research domain.

3) A function to be optimizedThis returns a value called the individudi®ess or
evaluation function

4) Operators allowing to diversify the populationer the generations and to explore the
state spaceThe crossover operataecomposes the genes of individuals existing & th
population; the purpose ofie mutation operatds to guarantee the exploration of the state
space.

5) Sizing parameterssize of the population, total number of generaimr stopping
criterion, probabilities of application of crossowand mutation operators.
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We now know what genetic algorithms are based oris Inow time to deepen the
mechanisms of population selection and the notiodiwersity that results from it. We will
also try to define the operators mentioned in tbe/¢hart of the evolutionary algorithnsde
figure 1). Giving a picture that is both global and precafethe main tools of genetic
algorithms; this will be our major objective duringr second part.

6.4. How genetic algorithms work?

Genetic algorithms provide solutions to problemstthlo not have analytically or
algorithmically computable solutions in a reasoedbhe.

According to this method, thousands of more or ¢gssd solutions (genotypes) are created

randomly then are subjected #oprocess of evaluatioof the relevance of the solution
mimicking the evolution of species: the most "addpti.e. the solutions to the problem
which are the most optimal survive more than thabéch are less so and the population
evolves by successive generationschyssing the best solutiofetween them anehutating
them thenre-running this process a number of tintean attempt to tend towards the optimal
solution.

The mechanism of evolution and selection is inddpahof the problem to be solved: only
three functions change:

« The function which takes care of representing trablem by coding each piece of
information characterizing a possible solution adow to a very particular coding,
each piece of informatiorthen representa geneand all the valuesthat this
characteristiccan take represent tip@ssible allelegor this gene and concatenating
all these genes to obtaanchromosoméhat represents a solution to it in its entirety

- The inverse function which, starting freemchromosomenakes it possible to obtain a
solution by decodinghegenome

- The function which evaluates the adaptation oflatsm to a problem, its relevance.

This technique is of general application.

Indeed, when using genetic algorithms, no knowledfdéow to solve the problem is
required,it is only necessary to provide a function allowiegcode a solutiom the form of
genes (and therefore to do the opposite work) dsaseprovidinga function to assess the
suitability of a solution to the given problem

This therefore makes it a minimal and canonical ehéat any evolutionary system and for
any problem that can be approached from this angkger this paradigm.

This representation therefore allows us to studyperties that are almost impossible to
study in their natural environment, as well as ¢tves problems that have no computable
solutions in reasonable time if they are approaciwter other paradigms, with quantifiable,
easily measurable performance that can be compauatier resolution strategies.

6.5. Genetic algorithms areas
Genetic algorithms can be particularly useful ia tbllowing areas:

« Optimization: optimization of functions, planningg. ...

+ Learning: classification, prediction, robotiesc..

« Automatic programming: LISP programs, cellular awida,etc ...

« Study of the living, of the real world: economic nkets, social behavior, systems
immune,etc
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6.6. Genetic algorithms paradigm

The

main differences of genetic algorithms fromeotparadigms are:

We use an information codingve represent all the characteristics of a satubg a
set of genes, that is to say a chromosome, undertain coding (binary, real, Gray
code, etc... ), values that we concatenate tombtairing of characters that is specific
to a particular solution (there is a one-to-onatrehship between the solution and its
coded representation);

We deal witha population of “individuals” of solutions: this therefore introduces
parallelism.

The evaluation of the optimality of the systesinot dependent with respect to the
domain.

We use probabilistic ruleshere is no enumeration of the search space xpleres a
certain part of it while being guided by a semiswte& indeed operators as the
evaluation function makes it possible to choos&danterested in a solution which
seems represent a local optimum, we therefore raaladiberate choice, then to cross
it with a another locally optimal solution, in geakthe solution obtained by crossing
is better or on the same level as his parentsthimitis not guaranteed, it depends on
the hazards of chance, and this is all the more fiou the mutation operator which
does not apply only with a certain probability anccase it applies chooses randomly
on which locus (loci) to introduce modifications.

6.7. Genetic algorithms form

A generic genetic algorithm has the following form:
1) Initialize the initial population P.

2) Evaluate P.

3) While (Not Convergendedo:

End

The

a) P' = Selection of Parents in P
b) P' = Apply Crossover Operator on P
c) P' = Apply Mutation Operator on P'
d) P = Replace the Elders of P wigtrtbescendants of P
e) Evaluate P
While

convergence criteriazan be of various natures, for example:
A minimum rate that we want to achieve of adaptatid the population to the
problem,
A certain calculation time not to be exceeded,
A combination of these two points.

6.8. Genetic algorithms processor

6.8.1.

Coding

Each parameter of a solutiois assimilated to gene all the values it can take are the
alleles of this gene, we must find a way to codehedifferent allele in a unique way
(establish a bijection between the "real" allebnd its coded representation).

A chromosomeis a sequence of genewe can for example choose to group together
similar parameters in the same chromosome (singd@ded chromosome) and each gene will
be identifiable by its position: its locus on thHe@mosome in question.
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Each individual is represented by set of chromosomgsnd apopulationis a set of
individuals.

Population

Individus

| 1
) ¥ Chromosomes Tk

Giénes
g , - ]

Figure 6. 2.Five levels of organization of a genetic algarith

There are three main types of encoding that camsbd, and you can switch between them
relatively easily:

= Binary coding this is the most widely used. Each gene has dheesbinary alphabet
{0, 1} A gene is then represented by a long intd@er bits), the chromosomes which
are sequences of genes are represented by gees @il the individuals of our
research space are represented by tables of choomess This case can be generalized
to anyn-ary allelic alphabet allowing a more intuitive aogl, for example for the
traveling salesman problem one may prefer to useatlelic alphabetd,, c,, cs,
cn} Wherec; represents the city of numhber

» Real codingthat can be useful in particular in the case wlmre seeks the maximu
of a real function.

chromosome

géne 1 géne 2 géne 3

10010011 | 11101011 00011010

v v

x,=3,256 %,=0,658 %,;=10,26

Figure 6. 3Schematic illustration of the coding of real vafes.

= Gray codingin the case of binary coding, the "Hamming dis&ns often used as a
measure of the dissimilarity between two populagt@ments; this measure counts the
differences of bits of the same rank of these teguences. And this is where binary
coding begins to show its limits. Indeed, two néiglng elements in terms of
Hamming distance do not necessarily encode twceaitsments in the search space.
This drawback can be avoided by using "Gray codifggay coding is a coding which
has the property that between an elemenand an elemenn + 1, therefore
neighboring in the search space, only one bit diffe

102



6.8.2. The selection operator

This operator is responsible for defining whichividuals of P will be duplicated in the
new populatiorP' and will serve as parents (application of the sogsr operator). Lat be
the number of individuals d?, we must seleat/2 of them (the crossover operator allows us
to return ton individuals).

This operator is perhaps the most important sihe#lows individuals in a population to
survive reproduceor die. As a general rule, an individual's probability safrvival will be
directly related to its relative effectiveness witthe population.

There are basicallipur different types of selection methods
+ GoldBerg's "skewed lottery" method (roulette wheel)
« The "elitist" method,
+ The selection by tournaments,
« Stochastic universal selection.

a) The biased lottery or roulette wheel

This method is the best known and the most useth YWis method each individual has a
chance of being selected proportional to their grettince, so the more the individuals are
adapted to the problem, the more likely they ardeoselectedTo use the image of the
"fairground wheel", each individual is assignedeatsr whose angle is proportional to his
adaptation, his "fitness". We spin the wheel andemlit stops spinning we select the
individual corresponding to the sector designatga Isort of "cursor"”, a cursor that points to
a particular sector of the wheel after it has séapgpinning.

This method, although widely used, has quite adeawbacks:

* Indeed, it has a high variance. It is not impolgsithat out of n successive selections
intended to designate the parents of the new geoer, almost all, or even worse all of the
n individuals selected are individuals with reallyop fithess and therefore that practically no
individual even no individual with strong fithessamong the parents of the new generation.
This phenomenon is of course very harmful becalugeds completely against the principle
of genetic algorithms which wants the best indialduto be selected so as to converge
towards the most optimal solution possible.

» Conversely, one can arrive at an overwhelming idation of a “locally superior”
individual. This leads to a serious loss of divgtsimagine for example that we have an
individual with a very high fitness compared to ttest of the population, say ten times
higher, it is not impossible that after a few swsteée generations we end up with a
population containing only copies of this individluBhe problem is that this individual had a
very high fitness, but this fithess was all relatiit was very high but only in comparison to
other individuals. We are therefore faced with abgm known as "premature convergence;
evolution therefore begins to stagnate and we ndller reach the optimum, we will remain
stuck on a local optimum.

There are some techniques to try to limit this mmeanon, such as "scaling”, which
consists in making a change of scale so as toaserer forcibly decrease the fithess of one
individual compared to another according to theffecence in fitness. Nevertheless, it is
advisable to opt instead for another method ofcsiele.

b) The elitist method

This method consists of selecting thendividuals needed for the new generati®nby
taking then best individuals of the populatidd after having sorted it in decreasing order
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according to the fitness of its individuals is needless to say that this method is eversevo
than that of the biased lottery in the sense thaitili lead to premature convergence even
more quickly and above all even more surely tham ritethod of selection of the biased
lottery; indeed, the selection pressure is toongtréhe variance zero and the diversity non-
existent, at least the little diversity that themght be will not result from selection but rather
from crossing and mutations. Here too, another ateti selection must be chosen.

c) Selection by tournaments

This method is the one with which the most satisigcresults are obtained. The principle
of this method is as followsa draw is made with discount of two individualsRyfand we
make them "fight". Whoever has the highest fitness with a probabilityp between 0.5 and
1. This process is repeatedtimes so as to obtain the n individualsRdfwho will serve as
parents. The variance of this method is high amessing or decreasing the value pof
respectively decreases or increases the seleagssyre.

d) Stochastic universal selection:

This method seems to be used very little and whahore has a low variance, therefore
introduces little diversity, we will therefore ngb into the details, we will be satisfied to
explain its implementationWWe take the image of a segment divided into as nsrky
segments as there are individuals. The selectetvidodls are designated by a set of
equidistant points

6.8.3. The crossover or crossover operator

The crossoveused by genetic algorithms is themputer transposition of the mechanism
that allows, in naturghe production of chromosomes that partially inh#me characteristics
of the parentslts fundamental role is to allow the recombinatad information present in the
genetic heritage of the population.

This operator is applied after having applied thlecion operator on the population P; we
therefore end up with a population P' of n/2 indials and we must double this number for
our new generation to be complete.

We will therefore randomly create n/4 pairs and eniem "reproduce”. The chromosomes
(sets of parameters) of the parents are then ca@mddecombined so as to form two offspring
with characteristics from both parents. Let's detdiat happens for each couple at the level
of each of their chromosomes:

One, two, or even up tig - 1 (wherelg is the length of the chromosom&apssing points
(loci) are drawn at random; each chromosaméherefore separated into "segmeni®ien
each segment of parent 1 is exchanged with its thogh of parent 2 according to a crossing
probability p.. From this process results 2 sons for each coapt our populatiorP
therefore now contains individuals.

It can be noted thahe number of crossing poings well as therossing probabilityp.
make it possible to introduce more or less diversit

Indeed, the greater the number of crossing poimtstlae higher the probability of crossing,
the more there will be exchange of segments, tberefxchange of parameters, information,
and the smaller the number of crossing points aeddwer the probability of crossing, the
less diversity the crossing will bring.

Below, a diagram illustrating a crossing in onenpoanother for a crossing in two points,
and finally a diagram representing a crossing \Wth 1 points of crossings (it will be noted
besides on this diagram that the exchange of a esigmith its counterpart is not always
done):
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Figure 6.4 Crossing with a crossover point.
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Figure 6.5Crossover with 2 crossover points.

2 parents 2 enfants

[Ale]cfo]J]

Lelefn]r [E]

Figure 6.6 Uniform crossing.

One can also cite another method widely used incs® of problems modeled by binary
coding, it isuniform crossing The implementation of this process is very simfleonsists

of randomly defining a "mask", that is to say ansfrof bits of the same length as the
chromosomes of the parents to which it will be aggpl This mask is intended to know, for

each locus, from which parent the first child vhkve to inherit the gene found there; if

facing a locus the mask presents a 0, the childintierit the gene found there from parent n°
1, and if it presents a 1 it will inherit it fronapent n ° 2. The creation of the child n° 2 is done
from symmetrically: if for a given gene the masklicgates that son no. 1 should receive it
from parent no. 1, then son no. 2 will receivadini parent no. 2, and if son no.1 from parent
n.2 then child 2 will receive it from parent n.1.

The crossover operattavors the exploration of the search space. Indemusider two genes

A and B that can be improved by mutation. It isikedly that the two improved genes A' and
B' appear by mutation in the same individual. Butne parent carries the A" mutant gene and
the other the B' mutant gene, the crossover opewalicallow to quickly combine A" and B'
and thus to create a new individual having this loimation, combination thanks to which it is
possible that it is even more adapted than itsnpgr&he crossover operator therefore ensures
the mixing of genetic material and the accumulatbfavorable mutations. In more concrete
terms, this operator allows you to create new coatimns of component parameters.
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In spite of everything, it is possible that thenjoaction of selection and crossing does not
make it possible to converge towards the optimaitem of the problem. Indeed, imagine
that we have a population of individuals possessirgingle chromosome. Let us consider a
particular gene of this chromosome, it will be edllG, gene having 2 possible alleles: 0 and
1; if no individual in the initial population posses the 1 allele for this gene, no possible
cross will introduce this allele for our G genethe optimal solution to the problem is such
that our G gene possesses the 1 allele, it wilingossible for us to reach this optimal
solution simply by selection and crossing. It isséedy this problem, among other things,
that the mutation operator is used.

6.8.4. The mutation operator

This operator consists of changing the allelic gadfia gene with a very low probability pm,
generally between 0.01 and 0.001. We can alsopgakel /lg wherelg is the length of the
string of bits encoding our chromosonfe mutation simply consists of the inversion dbia
(or several bits, but given the probability of ntidga it is extremely rare) found in a very
particular locus and also determined randomly; ae therefore summarize the mutation as
follows: We use a function supposed to return with a probabilitypy, .

For each locus do
Call the function
If this function returns trugnen
the bit at this location mverted
End if
End For

1001001ﬂ1b1001'

une mutation l

1001001#0P1001

Figure 6.7. The mutation.

The mutation operator thus modifies in a completalgdom way the characteristics of a
solution, which makes it possible to introduce amaintain diversity within our population of
solutions. This operator plays the role of a "disitug element”, it introduces "noise" within
the population. This operator has 4 major advarstage

« It guarantees the diversity of the population, wh&essential for genetic algorithms.

- It avoids a phenomenon knowngenetic drift We speak of genetic drift when certain
genes favored by chance spread to the detrimeoithefs and are thus present in the
same place on all the chromosomes. The fact teamiltation operator can randomly
cause changes at any locus avoids the installafitins unfavorable situation.

« It makes it possible to limit the risks of prema&wonvergence caused, for example,
by an elitist selection method imposing excesseleddive pressure on the population.
Indeed, in the case of premature convergence, wauprwith a population in which
all the individuals are identical but are only Ib@ptima. All individuals being
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identical, the crossing will not change the sitoiati Indeed, the exchange of
information by crossover between strictly identicalividuals is of course completely
without consequences; no matter how we choose ritesiog method we want, we
will always find ourselves exchanging portions déntical chromosomes and the
population will not evolve. Evolution being blockede will never wait for the global
optimum.

The mutation causing random bit inversions makepogsible to reintroduce differences
between individuals and therefore to extricate elwes from this situation.

It is nevertheless useful to keep in mind that thisot a "miracle” solution and that it is of
course smarter not to use selection methods knowaduse this type of problem.

- The mutation makes it possible to reach the prgpeftergodicity. Ergodicity is a
property ensuring that every point in the searchcspcan be reached. Indeed, a
mutation being able to occur randomly at the lesElany locus, we have the
mathematical certainty that any permutation of tung of bits can appear within the
population and therefore that any point of the deapace can be reached. Thanks to
this property, we are therefore sure of being &bleeach the global optimum. It will
be noted that the mutation therefore solves thdleno exposed at the end of the
Section on crossbreeding.

6.8.5. The replacement operator

This operator is the simplest, its work consistseimtroducing the descendants obtained by
successive application of the selection, crossamer mutation operators (the populatién

into the population of their parents (the populaf®). In doing so, they will replace a certain
proportion of these, a proportion that can of ceuys chosen. The ratio between the number
of new individuals going to be introduced into fiegulationP and the number of individuals

in this population is known as the generation gap.

There are basically 2 different replacement methods

= Stationary replacement: in this case, the childratomatically replace the parents
without taking into account their respective periances, and the number of
individuals in the population does not vary throoghthe simulated evolutionary
cycle, which therefore implies to initialize theitial population with a sufficient
number of individuals. This method can be impleradnh 2 different ways:

1) The first is content to replace the entire popalak by the populatior’, this method
is known as generational replacement and we theréi@ve a generation gap which is
equal to 1.

2) The second method consists in choosing a certaipoption of individuals fronP'
who will replace their parents i (proportion equal to 100% in the case of
generational replacement. This type of replacemgeneérates a population with a large
variation and is therefore promotes genetic dwfijch is all the more apparent when
the population is small. Moreover, in many casegergthat even a child with poor
performance necessarily replaces a parent, thesbkgton is not reached but we are
only getting close.
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6.8.6. Elite replacement

In this case, we keep at least the individual i best performance from one generation to
the next. In general, it can be assumed that aimémidual (child) enters the population only
if it fulfills the criterion of being more efficidrthan the least efficient of the individuals oéth
previous population. So the children of a genenatidl not necessarily replace their parents
as in stationary replacement and by the same tihleesize of the population is not fixed over
time. This type of strategy improves the perforneant evolutionary algorithms in some
cases. But also has a disadvantage by increasny¢mature convergence rate.

However, finer implementations proceed differenttythis case, the replacement rate is not
100%, the size of the population therefore increab&ing successive generations, we say
that thereis overcrowding We must therefore find a way to select the parevito will be
deleted, who will die. De Jong proposed the follogvisolution: imagine that we want to
replace 30% of the parents, fgtbe the number of parents corresponding to thisgmeage,
we will replace then, relatives closest to their descendantsPbf This method therefore
allows firstly to maintain diversity and secondly tmprove the overall fithess of the
population.

6.9.Genetic algorithms steps programming
To properly apply GA, it is necessary to clearlyentfy the different steps prior to
programming.
- Process
To use the GA, you must have six elements:
= A population element coding principle. This stepasates a data structure with each
of the points of the considered space. It takesepkditer the phase of mathematical
modeling of the problem addressed. Binary encodivgse the first to be used.
Currently, we use more and more real codings iniquéar for the optimization of
problems with real variables.
= A mechanism capable of generating a non-homogenadis population which will
serve as a basis for future generations. This ehaletermines the speed of
convergence towards the optimum. In the case whetking is known about the
problem to be solved, it is essential that thaahpopulation be distributed over the
entire research domain.
= A function to be optimized. This returns a positreal called the evaluation function
(fitness).
= A mechanism for selecting individuals who are cdatis for evolution. The casino's
"roulette” is generally used to select individuaisandom. Each individual occupies a
sector on the roulette wheel proportional to hiagleation function: this causes chance
to be biased towards the fairest (suitable) elemetiio are more likely to be selected
than the others.
= QOperators allowing to diversify the population otlee generations and to explore the
state space. The crossover operator recomposgeties of existing individuals. The
purpose of the mutation operator is to guaranteexploration of space.
= Sizing parameters: population size, stopping caterprobability of application of
genetic operators.
This last point raises the question of quantifmatiln fact, there is no universal setting.
However, some values widely used to concretelyesphoblems deserve to be retained:
= Population size: between 30 and 50 individuals
= Crossing rate: between 70% and 95%
= Mutation rate: 0.5% to 1%.
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Framework of the algorithm

p designates the population
t designates the population
__begimmn
30
initialize p(t)
evaluate(t)
while (denination condition is false)
beginning
t=t+1
selegd(t) from p(t-1)
recombing(t)
evaluatg(t)

_End
__End
Coding
In what followsx** y will meanx to they power;Pc crossover probability anBm mutation
probability. To find the maximum of a functid(x), in the interval &, b], with a precision of
n significant digits, we proceed as follows:

The interval &, b] will be subdivided into i - a)(10**n) small intervals which will each

represent a chromosome.
Each chromosome will be encoded udirgts, withk verifying the following inequalities:

with a = 0000....00 ant = 1111....11.
The code of each chromosome corresponds to itsybwaduex'.
The actual number corresponding to the chromoserdetermined by = a +x'(2/( (2** k))

A simple numerical exampls given at theend of the chapter
- Calculations made for each generation:
« Compute the evaluation functi@valvj) for each chromosoma.
- Calculate the total ratingF, of the population (sum of the ratings of each
chromosome).
- Calculate the selection probabilpyfor each chromosomag: pj = evalvj)/F.
« Calculate the cumulative probabiliy for eachvj (gj = p1+p2t....+pj).
- To select, we spin the size_population rouletteesinas follows: each time, we
randomly generate a numbein [0, 1],
Ifr <ql, selecw,
Otherwise,
seleatj , with 2 =<j =< population_size such tha(j-1) <r <qg;.
« For each chromosome of the new population, we gémeat randonr, in [0,1], Ifr <
Pc, select the chromosome for the crossing.
« Cross the chromosomes thus obtained two by twthdfnumber of chromosomes
obtained is odd, we can decide to prune one ordakéher.
« Generate, at randon, in [0, 1] (as many times as there are bits in Wiele
population). Ifr =< Pm, mute the bit.
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6.10. Example 1: calculate the maximum of a real functionmplementing all the
operators

The following examples are chosen very simple toilifate the understanding of the
implementation of the genetic approach.

Maximum of a real function of a real variable

Find the maximum of(x) = -(x**2) + 4x in the interval [1 , 3] with a precision of 1/10.
Analytically, we quickly see thdt(x) = -2x + 4 , thatf"(x) = -2 < 0 and that the maximum
corresponds t& = 2 andf(x) = 4.

Let's find the length of the chromosome (humbebité in the string). The length of the
interval is3 -1 = 2.

Each unit must be subdivided into 10 (precisionrdd$. So the interval is subdivided into 2 *
10 = 20 small intervals. The number of bits requiiiie represent all the reals considered in the
interval is k such that 2*K— 1) =< 20 =< 2*k. k= 5.

To model the problem, let's agree on the followiry: population of 4 individuals
(chromosomes), each individual encoded on 5 bésdg). (probability of crossing)c = 0.75
and (probability of mutationPm= 0.01.

Let's randomly build the initial generation:

Vi 01100 ®1'=12 Wl =112 (2R = 1,1 eval(yl) = 3,1
V2 00011 ¥2' = 3 %2 = 1,0 eval(v2) = 3,0
w3 11011 ¥3 =27  ¥3=172 evaliva) = 3,3
w4 10100 #l'=20 ¥ =116 evaliva) = 3,3

The sum of the ratings is 12.7; the highest raBirgyand the average value 3.2. Let's train the
first generation.

Selection
Calculating the selection probabilities, we get:
P1 =0.2444 Q1 =0.244
P2 =0.2333 Q2 =0.437
P3 =0.259 Q3=0.736
P4 =0.262 Q=1

We spin the wheel 4 times to generate numberg0, 1], we get:
0.512; 0.710; 0.216; 0.773

r=051 Q2<0,512<Q3 V3 estsélectionné
r=0,70 Q2<0,710<Q3 V3 ....oeevunnnnn.
r =0,282 0,216 Q1 |
R=0,733 Q3<0,773Q4 VA4 .......co......

La premiere génération devient :
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V1' 11011
V2’ 11011
V3’ 01100
V4’ 10100

Crossing

Assume that randomly, we proceed to the crossmg thesecond position

We spin the spinner to generate r numbers in [0, 1]

If r <0.75, the chromosome is selected for crossimg.ov

We get: 0.82 0.52 0.17 0.35

So V2, V3, V4 are selected. As the number is odd, we drop dse This gives for the
crossing:

V2T 11011 - 11100
V301100 = 01011

After crossing we get:

V1" 11011
VvV 2” 11100
V3" 01011
V4” 10100

Mutation

There are 4x5 = 20 bits.

We spin the wheel 20 times to genernate [0, 1]

If r < 0.01, the bit of this row is muted. Only,tae 18th round, we obtam= 0.008, we mute,
then the 18th bit which corresponds to the 3rabbthe 4th vector.

Finally, the first generation becomes:

V111011
V211100
V301011
V4 01000

Evaluating the first generation, we get:

x1=2.6 evalVl)=3.6
x2=25 evalV2)=3,7
x3=1,7 evalV3)=3,8
x4=0,5 -evalVv4) =37

Total rating = 14.8 highest value = 3.8 mean vale7
We have just completed an iteration of the “Whlka3p.

Let's form the second generatiBy now taking the first generation as the inipalpulation
and redoing the loop "as long as" (we apply thea&n, crossover and mutation operators)
we obtain the second generation:

111



V101100 x1=17  eva(Vl) =3.9
V211011  x2=2.6  evalV2) =3.6
V301100 x3=17  eva(V3)=3.9
V401011  x4=16  eva(V4)=3.8

Sum of ratings = 15.2 Highest value = 3.9 (comé&m2s) Average = 3.8
By forming the third generation, starting from thecond, we obtain: Sum of the evaluations

= 15.5 The greatest value = 3.9 (returns threedjriibe average = 3.8.
We notice a certain stagnation aroxwd 1.7 andk = 2.3 which both givé(x) = 3.9.

6.11. Example 2find the set of parameters ;. ws???) that maps the following inputs
to the outputs ofy function given by :

Y=Wax X1+ Wox Xo+ Wa X3+ War Xg+ Wex X5+ Wex X6,

Data

X1 X2 X3 Xaq X5 Xe y

4 2 7 5 11 1 44.1

The goal is to find the set of parametens. (Ws??7 that maps the following inputs to its
outputs.

Y'=4X1-2 X0+ T X3+ 5 X4+ 11 X5+ 1 X,

Solution 1:

Y'=4W1-2 Wor 7 W3+ 5 Wyt 11 Wss 1 We W1 W2 | Wgz| Wa| Ws| Wse

=110.3

Error = | y-y’ | =|44.1-110.4= 66.2 24 0 8 -2/ 5| 11
Solution 2:

y;:140v:\L/1-12W2+7W3+5W4+ 11ws: 1we m Wal Ws| wa| ws We

Error = |y-y' | =| 44.1-101.1 = 56 04| 27| 5| 1| 7] o1
Solution 3:

V'=4W1-2 Wor 7 W34 5 Wyt 11 W5, 1 Ws

=13.9 W1 W2 W3 W4 Ws We

E =|yy |=144.1-13.9=30.2

rror = yy'| =] 3.9=30 1| 2| 2| 3] 2| o009
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» Use optimization technique such GA

» GA is based on natural evolution of organism (oigan—» Cells—» Chromosome-
Génes)

> L’évolution des génes conduit a I'étre humain

» GA :Induviduals —» Chromosomes» lGaéne

:

PB A SOLUTION

» Gene is anything that is able to enhance the sestilen changed

Géne 0 Géne 1| Géne 2 Géne 3| Géne 4| Géne 5
Wy Wo W3 Wy Ws We
» Initial population of solutions (generation 0)

Individuals | —»| 2.4 0.7 8 -2 5 11
________________ 204 27 5 ] 7 01

-1 2 2 -3 2 0.9

4 7 12 6.1 1.4 -4

3.1 4 0 2.4 4.8 0

-2 3 -7 6 3 3
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» Fitness functiork (c) = 1/error = 1,{ Y-y’ |

114

% F ()
110.3 0.015
1061 5018 Depending on the 1 2 2] -3 2 0-‘.7\\:
. . large value of(c), we .)
39 0033 choose the individuals 1 I I . . r<
| | .| 2| B|®| E| 8] BT
127.9 0.012
69.2 0.038%
0.04
3 0.024
CROSSOVER
.I.BZO'QWIIIIW{ZZ.T'T
MUTATION
-2 7 [-3 ] HJo9 31 [4 of 6B | 3 [1 [2 [2 [24]B&] ©
» New population (generation 1)
g -1 2 2 -3 2 0.9
Old individuals < 3.1 4 0 2.4 4.8 0
-2 3 -7 6 3 3
"
g -1 2 2 2.4 2.4 0
New individuals < 3.1 4 0 6 1.5 3
-2 3 -7 -3 1 0.9
-




Remarque

y F (c)
13.9 0.033

31| 4 0| 24| 438 0
69.2 0.04 we choose the

individualsF(c) >

3| ooz . [W[H PR 0

44.4 3.333

31, 4| 0 6 15| 8
53.9 0.102
-66.1 0.009

....continu til obtained#@

6.12. Example 3: Adjusting the parameters of a PID regultor by optimization method

If we consider that f” is a vector which containthe five parametersf the fractional
correctoror thethree parametersf the classiéID, Pl or P, and in order to set and adjust the
gains of these correctors, we can callaptimization method¢o achieve optimal results.
These parametemill therefore be represented by a setpafticles or chromosomewith
respect to all the steps of the genetic algoritlescdbed previously. By following the steps
of the algorithm, and for a certain number of itienras, we have a strong probability of
finding a reliable solution to our optimization ptem. This issue being, in our case, defined
by a closed loop regulation error criterioiPerformance criteria (cost function) are then

defined based on the error.
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Optimization

‘ Methoc GA
Objective Kp ki et kd
functior
T , _ y(t)
» P/ PI/PID/ Electrical system : C
&) Controllel Machine..eci

Figure 6.8 Optimization approach for adjusting regulator pagters.

Performance criterion: To have good dynamic precision of a system with stee input, it

IS necessary that the transient regime is charaeteby low overshoot and a response time
optimal. For this, the parameters of a regulat@ emosen so as to minimize the error
dynamic:

e(t) = Vo ()~ v, (1) (6.1)

We will use two criteria in this dissertation whiare as follows:

= The integral of the square of the error (ISE)

ISE= [ (t)dt
0

(6.2)
It represents the integral of the squared erras,given by:
= The integral of the absolute error (IAE)
IAE = [|e(t)[dt 6.3)
0

It represents the integral of the absolute valuigeferror.

The IAE criterion is often used for the numericahglation of systems; however it is
inapplicable for analytical work due to the facatthhe absolute value of an error function is
not always expressible in analytical form. Thiskgem is overcome by the ISE criterion.
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Chapter 7: Modern optimization algorithms

Before addressing the topic of modern optimization algorithms, and because our students of
ENPC school have not advanced to it previously in their third year engineering study, it is
necessary to establish the rules and principles of optimization and give its mathematical
model, and then we move to modern methods of optimization.

7.1. Introduction

Among all the subjects covered in this course, the optimization of functions, generally of
several variables, is undoubtedly the one that appears most frequently in physical or economic
modeling (maximizing profit, customer satisfaction, and productivity or minimize costs, risk,
etc.).

An optimum or extremum is either a maximum or a minimum, that is to say the highest
value or the weaker than the function takes on its definition set or any subset of its definition
set.

The topic of multivariate optimization requires a significant conceptual leap. Moreover,
taking into account the constraints imposed on variables must be fundamentally reviewed.

Let’s take the case of maximizing the function x -»f(x) whose unique variable is subject to a
non-negativity constraint (x > 0), which reflects for example the fact that x is a quantity, a
density, a price or any other quantity view of meaning for a negative value. The optimization
is then carried out using the usual procedure, the constraint having the effect of restricting the
field of study to R* and requiring a particular examination for the single point which
constitutes the “edge” (x = 0). Let us immerse the same problem in a bivariate framework:
maximize f(x, y) under the double constraint x>0 and y > 0.

Now, the admissible domain is given by (R*)?> whose “edge”, {(x, 0) |x e R"JU{(, y) |y €
R*}.

Obviously includes a infinite points. An individual study of the points in this set
becomes technically difficult, so that it appears essential to have optimization methods which
immediately integrate the presence of constraints which reveal “edges”.

This approach (search for linked extrema), specific to the functions of several variables,
will be discussed in this chapter after the presentation of the principles of so-called free
optimization, which aims to determine the extrema in open domain, therefore “without
edges”.

7.2.  Definition
Let f be a function of D < R" in R. We say that

=> fis bounded in D if there exists a real number M > 0 such that Vx € D,| f (x)| <M;

= f admits a global (or absolute) maximum (resp. minimum) in X € D if
vx e D, f(x)< f(xo), (resp. f (x) >f (x0));

=>» f admits a maximum (resp. minimum) local (or relative) at Xo € D if there exists a ball of
non-zero radius B(Xo, ') such that wx e DN B(xo,r), f(x) < f (xo), (resp. f (x) > f (x0))0.

Given an optimization problem, two questions arise: are there solutions? And how to
calculate possible solutions? Optimization theory therefore faces two classic problems in
mathematics: that of existence and that of research methods.

A priori, an optimization problem may admit no solution or admit at least one. In general,
no mathematical argument guarantees the existence of solution(s). However, we have a
sufficient condition thanks to the WEIERSTRASS theorem, which only concerns continuous
functions on a compact of R", i.e. a subset of R" which is closed and bounded. We recall that a
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set is closed if it contains its boundary and that a set is bounded if it is contained in a ball of
radius r e R.
For example,
- The square [-1;1]? is a compact of R?;

- The set {(x, y) € R? | x>0, y>0}is an unbounded closed set;
- Thedisc {(x, y) € R? @ + y2 < 1} is a non-closed bounded set;

- The half-plane {(x, y) € R? | x? +y2 < 1}is an unbounded unclosed set.

7.3.  WEIERSTRASS theorem

Let D be a compact of Rn and let f: D — R" be a continuous function, then f admits a global
maximum and minimum reached at least once, in other words there exist Xm € D and xv € D
such that f (xm) <f (x) < f (xm), V(x) € D.

Note that the extrema can belong either to the open D° D\aD or to the boundary aD.

The following section presents the determination of extrema in an open domain. The
terminology of “free extrema” results from the absence of conditions introducing edges in the
domain which are also called “constraints”.

To find the extrema, the first idea that comes to mind is to calculate the values that the
function f takes for all the values taken by the arguments and then to identify the largest and
smallest values taken by the images. This is obviously not the right option if the arguments
can take infinite values. If the function to be optimized is a numerical function of a real
variable, we can always construct the table of variations or plot the function in the plane as we
learned in high school. It is tedious to the extent that we are only interested in the optima and
them alone. If the function to be optimized has two real variables, we can, if necessary, ask
appropriate software to draw its representative surface or level curves and conclude based on
the graphs. This can sometimes be useful, but it is often frustrating to the extent that we do
not know a priori where the optima are, which means that we are hard-pressed to give all the
details.

In any case, as soon as the function has more than three variables, graphical methods are of
no help and you must have a solid theory to determine the optima. The purpose of this chapter
is to illustrate certain mathematical results which allow us to answer some of these questions.

It turns out that the mathematical theory of optimization is very complete for functions at
least twice continuously differentiable over an open. Solve a maximization (resp.
minimization) problem using theorems based on differentiability amounts to searching for
local maxima (resp. minima). Indeed, differentiability is a local property in the sense that it is
legal to replace a function by a polynomial function in the neighborhood of a point.

The approximation resulting from the differentiation becomes less and less good, or even
frankly erroneous, as we move away from the point where it was calculated. Consequently,
the most elaborate part of optimization theory gives the properties local aspects of a solution
and is unable to characterize the global optima unless the functions have particular properties
such as convexity or concavity.

7.4.  FERMAT's theorem:

Necessary condition of the first order Let D be an open subset of R", Xo a point contained in
D and f: D — R a function of class C! at this point.

If f presents a local extremum then Vf (x,)=0.

119



Definition Stationary or critical point
Like the functions of a real variable, a point xo verifying vf(x,)=0 is called a stationary

point or critical point of f.

7.5.  Nature of a critical point: direct study

The first order condition means geometrically that the plane tangent to the surface of
equation z = f (x, y) at the point (xo, Yo) with coordinates (Xo, Yo, f(Xo, Yo)) is horizontal. After
having determined a stationary point xo, we can then determine its nature by studying the sign
of the difference d(h)=f (xo +h)- f (Xo).

If this difference has a constant sign for h close to 0, it is a local extremum (a maximum if d
< 0, a minimum if d > 0). Otherwise, it is a pass point (or saddle point). Better, if the sign is
constant for any h, then the extremum is global.

Example

We look for the extrema of the function f(x, y) = x? + y? in the open disk centered at (0,0) of
radius 1, represented by {D = (x, y) € Rﬂ X2 +y? < 1}.

ofx (x, y) = 0 and ofy (x, y) = 0. The only unique critical point is (0,0).

d(h)=f (Xo +h)- f (o).

=f (0 +h)- f (0).
— h2+y2-y2
=h2> 0 a global minimum at (0,0).

REMARK

The first order condition only concerns differentiable functions defined on an open set D.
However, it can naturally happen that a function is not differentiable at a point and
nevertheless admits an extremum. Or again, the function can be differentiable on a compact,
but the (necessary) condition of the first order applies to the interior points and not to the
points of the boundary where f can nevertheless pass through an optimum. We then have the
following “recipe” for calculating the extrema of a continuous function f in a compact set D.

“Recipe” for calculating the extrema of a continuous function f in a compact set D
e We calculate the value of f at the stationary points of f in the open D°=D \dD ;
e We calculate the value of f at the stationary points of f on the edge daD (i.e. we must
study the restriction of f to the curve which defines the edge dD);
e \We calculate the value of f at the points of non-differentiability (if any). The largest
value gives the global maximum, the smallest the global minimum.

7.6. Example: We want to find the global extrema of the function f defined by f (x, y) =
(x - y)? on the closed square D = [0;1]2.
e We calculate the value of f at the stationary points of f in the open D° =]0;1[*:
f(xy) = (xy)®
, 0fc (X, y) = 2.(x-y),
afy (x, y) =-2(x- ),
and Vf=(0,0) ifand only if y = x and we have f (x,x) = 0.

e We calculate the value of f at the stationary points of f on the edge aD:
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» End of equationy = 0: let g :]0,1[ — R such that g(x) = f(x,0) = x then g’ (x) # 0 for all
X €]0.1].

» End of equation y = 1: let g :]0,1[— R such that g(x) = f (x,1) = (x-1)? then g’# (x) = 0
for all x €]0.1[.

» End of equation x = 0: let g :]0,1[— R such that g(y) = f (0, y) = (-y)? then g’(y) # 0 for
ally €]0,1].

» End of equation x = 1: let g :]0,1[— R such that g(y) =f (1, y) = (1-y)? then g’# (y) for
all'y €]0,1[.

Therefore there are no stationary points on the edges of the square.
We calculate the value of f at the points of non-differentiability:

= £(0,0)=0
= f(1.0)=1
= f(0.1)=1
= f(1,1)=0

In summary, the global extrema candidates are the points (0, 0), (0, 1), (1, 0), (1, 1) and (k,
k) with k €]0; 1[. We conclude that,
= the global minima are reached at the points (k,k) with k € [0;1] and are worth 0,

= the global maximum is reached at the point (1, 0) and (0, 1) and is worth 1.

7.7.  Related Extrema

The split between free and bound (or “constrained”) extrema arose from the impossibility
of treating optimization in non-open domains according to the procedure outlined in the
previous section. Indeed, the necessary condition does not apply not at the edges of the
domain. However, if such points exist, their study on a case-by-case basis is generally not
easy. Therefore, mathematical theory offers linked optimization methods. These incorporate
directly into the resolution the constraints which define non-open domains. The nomenclature
can be misleading. Indeed, at the operational level, it is not the intrinsic presence of
constraints in the optimization which leads to abandoning free optimization in favor of linked
optimization. Rather, it is the consequences of these restrictions at the level of the topological
nature of the domain of definition of the function which guide the user towards one or the
other of the techniques. So, in one area very limited, but open, the search for free extrema
applies. Conversely, a constraint in the form of a non-strict inequality must always be taken
into account to determine the related extrema.

Among the types of constraints that the modeler may find himself confronted with, two
classes stand out. On the one hand, those which link the variables of the problem through one
or more equations. These so-called equality constraints are applied prehended thanks to the
LAGRANGE theorem, which provides a first-order condition formulated from an ad hoc
function, called Lagrangian. In this approach, new variables, called multipliers, appear and
offer an additional possibility in the analysis of the results. On the other hand, optimization
under non-strict inequality constraints, generally treated using the KUHN and TUCKER
theorem, will not be studied during this module.

121



7.7.1. Problem

Determine the extrema of a function of n variables, denoted f(x), mathematically defined in
an open domain D < R", but whose variables are subject to the constraints gi(x) = 0, g2(x) =
0, ... gm(X) =0, where the functions g; are also defined in D. These constraints delimit the
subset A of D in which the optimization is carried out:

A={xeD | gi(x)=0, ....gn(x) = O},

— The definition of bound extremum results from that of free extrema.

7.7.2. Definition Linked Optimization
The function f, called objective function, admits at xo € A a linked maximum (resp. a linked

minimum) under the constraints gi(x) = 0, g2(x) = 0,..., gm(X) = 0, if at this point it admits a

free maximum (resp. a free minimum) in the domain A.

R.
It is excluded to have more constraints than variables so that the condition m < n will be
systematically imposed.

7.7.3. Example

The consumer maximizes a utility function, denoted U(X, y), which depends on the
quantities consumed of two goods, x and y, under a budget constraint p1=x+p2*y = R, where p1
> 0 and p2 > 0 are the prices of goods. This constraint expresses that the amount allocated to
expenditure relating to the two goods considered is fixed at R. In this simple case which
includes two variables and a linear constraint, we can easily reduce the optimization linked to
the search for a free maximum. Indeed, the budget constraint makes it possible to explain the

R
quantity of one good in relation to the other: y = P_ —%.x .............................................. (7.1
2 2

and we can define the function of a single variable U(X) =U (X, y(x)). Under of the necessary
condition for the function of a variable obtained after substitution of y as a function of x, we

have U(x) = YY) (7.2)
dx
= U6 Y)+A,U G Y)Y () e (7.3)
=5,U(x, y)—%ayu(x, Y ) s (7.4)
So,

0'(x)=0= Ul y) oY) (1.5)

Py P,

This result indicates that at the optimum, marginal utilities (an economic term which
simply means partial derivatives of the utility function in relation to the quantities consumed)
weighted by the inverses of the prices equalize and denote this quantity by A , common.
Alternatively, the budget constraint can be reformulated as g(x,y) =0 ou

g%, Y) =Py X+ P, Y =R (7.6)
= Ox X’
So that, POy (7.7)
p,=0,9(xy)

122



In other words, if we introduce the function

a:U(xy)_aU(xy)

e, (7.8)
P, P,

{axu(x, y)-iogky)=0 (7.9)
a,U(x,y)-1a,9(x,y)=0

VU Z AV oo (7.10)

In other words, if we introduce the function L(x,y, 1) =U(x,y)—Ag(x,y) at the optimum,

VL =0 which corresponds to the necessary condition of existence of a free extrema for the
function L.

LAGRANGE's theorem generalizes the approach adopted in this resolution. It represents a
necessary condition for optimization under equality constraints.

7.7.4. LAGRANGE multiplier theorem

Let the functions fand g1, . . ., gm (M < n) of class C! in an open D < R™. If f admits at xo an
extremum linked under the constraints gi(x) = 0, . . ., gm(X) = 0 and if the Jacobian at Xo (i.e.
the matrix ox;g;(xo)) is of rang m, then 31 =(A4re - Am)ER™

Such as VE(X0) = D AV G (X0) « vt (7.11)

LAGRANGE's theorem can be seen as the necessary condition for the existence of free
extrema applied to the function of (n+m) variables called Lagrangian function (or the
Lagrangian):

L:DxR" >R

(X, 4) = f(xo) — Z:ilﬂi 9; (x0)

Attention
The LAGRANGE method just allows us to find the extrema xo candidates of f under the
constraints gi (x) = 0 but does not allow us to conclude on their nature. We must then study

the behavior of f in the vicinity of each critical point in {x € D|gl(x) =0,..,9,(X) :O}. To do
this, we study the sign of the distance function defined by d(h) = f (x,+h)— f (xo),
pour h=0et gi (Xoth) =0 pouri=1,..., m.

The value taken by a multiplier reflects the marginal influence of the level of the
corresponding constraint on the value of the objective function at the optimum. We
also say that the LAGRANGE multiplier measures the intensity of the constraint. Each
multiplier expresses the sensitivity of the objective function to variation in the level of
a constraint. For example, a constraint that does not influence the optimization
(ineffective or superfluous constraint) is assigned a zero multiplier. On the other hand,
a high multiplier corresponds to a constraint which significantly penalizes the
optimum.
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7.8.  Optimize f(x, y) under the constraint g (x,y) =0
Let us rewrite LAGRANGE's multiplier theorem for a function of two variables and a
single equality constraint. Let the functions f and g of class C! be in an open D < R If f
admits in (Xo, Yo) an extremum linked under the constraint g(x, y) = 0 and if Vg (Xo, Yo) #
(0,0), then
31 eR tel que Vf (XO! YO): ﬂqu(Xo, yo) ...................................... (7.13)

We then have two practical methods for determining the linked extrema of f under the
constraint g:

Method 1: Lagrangian

Let's form the Lagrangian
L:DxR—R

(% ¥, A) > L(X, Y, A) = F (%, Y)=2.9(X, ¥) < ceevvieeeiiiiiee (7.14)

Where , (LAGRANGE multiplier) is an unknown. For this function to have an extremum,
the gradient of L must be zero, in other words we are looking for the triples (x, y, A) such that

Let us denote (xo, Yo, A) a solution of this system. If V g (Xo, yo) #0, then (xo, Yo) is a critical
point of the function f under the constraint g. These critical points satisfy the constraint, but it
is now a matter of ranking these candidates.

AXo» Y1 40) = B L(Xo» Vo1 20)8yy LXos Yor 20)— (axy L(Xo: Yo» /10))2 ........ (7.16)

That is to say the determinant of the submatrix obtained from the Hessian of L by
eliminating the last row and the last column.

if A(Xo,y0,40)> 0, Oy L(xo,yo,go)< 0 and oy, L(xo,yo,go)<0 we have a local
maximum at (Xo, Yo);
if A(Xo,y0,10)> 0, Oy L(xo,yo,go)> 0 and oy, L(xo,yo,go)> 0 we have a local
minimum at (Xo, Yo);
if A(xo,yo,ﬂo)s 0 we cannot conclude directly. We then study the sign of the

difference d(h,k)= f(x0+ h,y,+ k)— f(xo, yo).

h and k being linked by the relation ¢(h,k) = g(x0+h, y0+k)=0.

If this difference has a constant sign for (h,k) close to (0,0), it is a local extremum (a
maximum if d < 0, a minimum if d > 0). Otherwise, f does not present a local
extremum at (Xo, Yo).
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Method 2: Reduction

This Method is based on the possibility of expressing the constraint in parametric form.
For example

> if there exists a function h(x) such that{(x, y)e R|g(x,y) = 0}={xe Rlh(x) = y}, then

optimize the function of two variables f(x, y) under the constraint g(x, y) = 0 is
equivalent to optimizing the function of a single variable f (x, y = h(x));

> if there exists a function h(y) such that {(x y)eRYg(x,y) = 0}: {y eRh(y) = x}, then

optimize the function of two variables f(x, y) under the constraint g(x, y) = 0 is
equivalent to optimizing the function of a single variable f (x=h(x),y);

» if there exist two functions x = x(t) and y = y(t) such that
{(x, y)e R?g(x, y):O}:{teR|g(x(t), y(t)):O}, so optimizing the function of two
variables f(x, y) under the constraint g(x, y) = 0 is equivalent to optimizing the function
of a single variable f(x = x(t), y = y(t)).

7.8.1. Example
Let us determine the minima and maxima of the objective function f(x, y) = 5x? +6y? — x*y
under the constraint x+2y = 24. To do this, let's construct the LAGRANGE function

L:R’°¥xR—>R (717
(xy,2) > L(xy,2)=f(x y)-29(x, y)=5x2+6y*—x—A(x+2y—-24)
and cancel its gradient
0 10x—-y+ 4 0
VL=|0|< |12y —X+24 [=]| 0| i, (7.18)

0 —X—-2y-24 0
We obtainx=6,y=9and , A=-51. Like oxxL(6,9,-51) =10 > 0, oyyL(6,9,-51) =12 >0,
oxyL(6,9,-51) = -1 and oxxL(6,9,-51) dyyL(6,9,-51) - oxyL?(6,9,-51) >0, this is a minimum.

In this example we can explain a variable in the constraint, for example y = 12-%

Then we can minimize directly the function f(x,lZ—gj=7x2—84x+864like

f(x,lZ—gj =14x—84 the minimum is found at x=6, y=12- g =9and the function is
f (6.9) =612.
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7.9. Modern optimization method based Particle Swarm Optimization (PSO)

After introducing the basic and mathematical concepts of optimization, we proceed to apply
one of the modern methods of artificial intelligence, for example Particle Swarm Optimization
(PSO). Knowing that genetic algorithms are also one of the best methods of optimization, and
because we mentioned them previously, we will discuss another method, which is Particle

Swarm Optimization.

7.9.1. Particle Swarm Optimization (PSO): Particle Swarm Optimization is a method
inspired by biology to solve optimization problems.

Like artificial neural networks, genetic algorithms or ant colony algorithms, Particle Swarm
Optimization (PSO) is a bio-inspired algorithm. It is based on the principles of self-
organization which allow a group of living organisms to act together in a complex way, based
on simple “rules”. The PSO is inspired by the model developed by Craig Reynolds to simulate
the gregarious movement of certain animals (herds of cattle, flocks of birds, etc.). In this
model, each artificial bird, or “boid” (bird-oid object), moves randomly following three

simple rules:

= Cohesion: the boids are attracted towards the average position of the group;
= Alignment: the boids follow the same path as their neighbors;

= Separation: to avoid collisions, the boids keep a certain distance between them.

The PSO introduces another principle: the boids do not move randomly, they have an
objective to achieve. This is determined by a function to be optimized or “objective function”

which is provided by the user, and which depends on the application concerned.

7.9.2. How does this algorithm work? PSO explores the search space through successive
tests of body positions, their movements being managed by simple equations. Thus, the
location of each boid in the search space represents a potential solution to the optimization
problem. And the “quality” associated with each of these solutions is quantified by the

objective function, optimized little by little according to the more or less optimal positions.

Concretely, most often, the locations and velocities of the boids are represented as vectors of
D-dimensional numbers, the initial positions and velocities often being defined randomly.
Then, we repeat the exploration by updating the position of each body then its speed vector

until reaching a satisfactory solution. We evaluate the level of quality associated with the
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position of each boid using the objective function. We thus determine the best boid and the
best position that each boid has encountered up to that moment. Then, the velocity vector of
each boid.
= A speed vector starting from X and going towards the best body of the test (red arrow
on the diagram);
= A speed vector going towards the best position that the boid visited (green arrow);

= The previous speed vector (blue arrow).
Intuitively, the actions of the different bodies in the test simultaneously allow the search space

to be explored and the most promising areas to be exploited. A large number of variations of

this algorithm have been developed and are used in various application frameworks.

BEST

1
ACTUAL !
SPEED 7

""""

< ’ .
L« ST b 2
¥ ‘z =’

Position

Contour

Figure .7.1. PSO illustrative figure.

7.9.3. Example 1: find the maximum of real function based PSO

- Find the maximum of the following function F(x)= -x?+2x+11 in the interval [-4,4].
- We use four particles (N=4) initial position x1= -1.5, xo= 0, x3 = 0.5 and xs= 1.25. we
assume the initial velocities for each vector is zero, and we intialize weight as

C1=C=60=1.
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Solution

Step 1: An evaluation of the objective function of the initial position
x1=-1.5 — F(x1)=5.75
X2=0 — F(x2)= 11
x3=05 — F(x3)= 11.75
X4=1.25 — F(x4)= 11.93

- The initial velocities for each vector are zero: v1=0; v»,=0; v3=0; v4=0.

- The iteration number t=1

Step 2: Find the best prest,i Of each particles and gpest
We can Set pbestyj_: X1= '1.5, pbest,Z: Xo= O' pbestVS: X3 = 05 , pbestv4= X4= 125
And ghest is the Max of function F(X) SO Qgbest= X4= 1.25.

Find the position and velocities of each particle
Vi) =0.v,t-D)+C, -1 (Pye; — X €-1) +C,-1,(J B¢ t-2) ........ (7.19)
X, O=XC-D)+\y ) oo (7.20)

Vv, (1) =0+(1*0.3294*(-1.5— (-1.5)))+1*.0.9542(1.25— (-1.5)) = 2.6241
vV, =0+(1*0.3294*(0-0))+(1*.0.9542(1.25 - 0)) = 1.1927

V, (1) =0+(1*0.3294*(0.5-0.5))+(1*.0.9542(1.25— 0)) = 0.7156

V, (D) =0+(1*0.3294*(1.25-1.25))+(1*.0.9542(1.25-1.25)) = 0

The new position : i (t) = X, (t -1+ (t)
- at t=1 the velocities for each particle are: v1=2.6241; v»=1.11927; v3=0.7156; v4=0.
- at t=0 the initial position are: x1= -1.5, x2= 0, x3 = 0.5 and xs= 1.25

X, () =—-1.5+2.6241=1.1241

X,(1) =0+1.1927 =1.1927

X, (1) =0.5+0.7156 =1.2156

X, () =1.25+0=1.25

Check the new position within search space (the interval [-4,4] )???

X, (1) =1.1241 > f(x,) =11.9846
X, =1.1927 — f(x,) =11.9628
X, (1) =1.2156 — f () =11.9535
X, () =1.25 - f(x,)=11.9375
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Check the convergence of the current solution. Since the value of xi(t) did not converge ,
t=t+1 go to step 2.

Step 2: Find prest,i Of each particles and goest

X(0)=-15- f(x)=575 x,(1)=11241- f(x)=11.9846 > p_ =11241
X,(0)=0- f(x)=11 x,(1)=11927 - f(x,)=11.9628 > p__  =11927
X,(0)=05— f(x)=11.75 x (1)=1.2156— f(x,)=119535> p__ =12156
X,(0)=125— f(x,)=11.9375 x,(1)=125— f(x,)=11.9875>p_ =125

As the pb is to find Maximumso g =1.1241— f . =11.9846
es gbes

pbest,l =1.1241, pbest,z =1.1927, pbest,S =1.2156, pbest,4 =1.25, g best 11241
Now find the position and velocities such as;

v,)=0.y.(t-)+¢, |’1(|:)best’i - X, t-D)+¢c,- rz(gbest'i - X (t-1)
X (0 =X =D +v,®

Iteration ti:
X1=1.1241, X2=1.1927, X3=1.2156, X4:1-25

V.= 2.6241, V, =1.1927, V.= 0.7156, V.= 0

P, =1124L p =11027, p_  =12156 p  =125( =1.1241

V,(2) = 2.6241+(1*0.1482* (1.1241-1.1241))+1*0.4867(1.1241-1.1241) = 2.6240
V,(2) =1.1927 +(1*0.1482*(1.1927 —1.1927) )+ (1*0.4867(1.1241-1.1927)) =1.1593
V,(2) =0.7156+ (1*0.1482* (1.2156 —1.2156) )+ (1*0.4867(1.1241-1.2156)) = 0.6711
V,(2) =0+(1%0.1482*(1.25-1.25))+ (1*0.4867(1.1241-1.25)) = —0.0613

X; (1) =X, =D+, (t)

Iteration t; : x =1.1241, x,=1.1927, x.=1.2156, ¥x,=1.25
Iteration t2 1\, =2.624, \/,=1.1593, x,=06711, \/,=-0.0613

X, (2) =1.1241+2.6240 = 3.7481
X, (2) =1.1927 +1.1593 = 2.3520
X,(2) =1.2156+0.6711=1.8867
X, (2)=1.25+-0.0613 =1.1887

Check the new position within search space (the interval [-4,4]

Check the convergence of the current solution. Since the value of xi(t) did not converge ,
t=t+1 go to step 2.
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X, (2) =3.7481 > f(x,) =4.448

X, (2) =2.3520 - f(x,) =10.172
X,(2) =1.8867 — f(x,) =11.213
X, (2)=1.1887 — f(x,) =11.964

g, =11241— f gbest:11.9846

After two iterations the best value found is f(x)= 11.9846 at x=1.1241.

... The best solution can be found after much iteration.

7.9.4. Example 2: particle swarm optimization applied to the power flow computation
This example is well described in the reference [39];

The basis of the PSO algorithm consists in, instant time, analyzing the displacement of each
particle in search for the best position and updating its velocity and position using specific
equations. The iterative process proceeds until all the particles converge to the obtained global

best, which is the adopted solution to the treated problem.

The proposed PSO algorithm is applied to the computational achievement of the load flow
solution, based on the minimization of the power mismatches in the system buses. The
particles’ positions are defined as the voltage modules and angles of the buses. Applying the
PSO algorithm, instead of calculating these voltages through the SFLE, initial estimated
values are adopted and updated at each process’ iteration with the PSO equations, in order to
obtain the lowest possible power mismatches.

The particles positions can assume continuing values within the limits specified in the input
data. The rule function parameters that will be minimized in the PSO algorithm are defined as
grades. The grades are defined as the arithmetic mean of the buses apparent power. Each
particle has a local grade, value obtained by its local best. The global grade is the grade
related to the best global of all the particles. The current grade is the grade obtained by a
particle at a given iteration.

The first step of the algorithm is to generate the initial values to the particles positions,
velocities, local best parameters and global best parameters. The angles receive a random

initial value within the specified boundary. Before the initialization of the module value of
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each particle, the bus type needs to be verified and related in the equation. In the case of a PQ
bus, the voltage module receives a random value within the specified boundary; for a PV bus,
the voltage module receives the related value specified in the input data. The initial velocities
are null. The local best parameters receive the particles positions values and the global best
parameter receives the first particle value, arbitrarily. The grades are initialized with high
values in order to be minimized later. Having that accomplished, the iterations are
initialized. The following process is accomplished to each particle of the swarm. Firstly the
buses voltages receive the particles positions. The reactive power of the PV buses is
calculated using equation (7.1), then the active and reactive power of the slack bus are also
calculated using this equation. Finally the power flow in the system lines is calculated in

accordance to the equation (7.2).

Pi-jQi-VyitViVi-yiaVaVi-... = ¥insVaVi=0 ..o (7.21)
Sij = Pij + jQii =Vi(Vi " -Vi)Yii #ViVi Yenieor oo e (7.22)
v(t+1)=1.4 w.v(t)+ 2.6 (1-w).[r(I(t+1)-x(t+1)+(1-r).((g(t+1)-x(t+1))] .........(7.23)
X(E+FLD)=X(E)-VEFL) e (7.24)
W=1-t/Nieee e e el (7.25)

Thus, once all the power of the buses and of the lines is known, the active and reactive power
mismatches of each bus are calculated. They are calculated as the sum of the injected
power in the approached bus. The apparent power mismatches arithmetic mean is obtained,
and this is the value that is desired to be minimized. The local best is replaced by
the current particle position in case of the particle current grade is considered better than the
local grade. Thus, after all the particles pass through the described process, a similar criterion
is used to the global best updating. Next each particle is verified in the following criteria:
whether the local grade or global grade is best, the best global is replaced by the approached
best local. The velocities as well as the particles positions are updated according to the
equations (7.23), (7.24) and (7.25); which are, respectively: velocities equation, positions
equation and inertia weight equation. Such equations are based on the classical PSO equations
and have had modifications and coefficients adjusted empirically for an improved efficiency

in resolving problems.
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